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Summary

Since the first half of the twentieth century, a large interest has been addressed by
the scientific and engineering community to the world of phased arrays antennas.
Their technology started to be developed during the Second World War for early
warning radar techniques to identify threats from the skies. Those capable anten-
nas have been deployed over the years in a number of diversified fields to address
different applications needs. First employed almost exclusively in the defense and
space domains, nowadays the increased need for broadband connectivity in per-
sonal communications is leveraging their diffusion to the field of smart antennas
for modern wireless communications.

This thesis deals with a special way to fully exploit and further enhance the high
flexibility of those complex yet very powerful type of antennas, mainly in terms of
speed, compactness and cost. A number of fields have benefited the extremely low
loss and broad bandwidth of optical communication technology. Especially inter-
esting to us are the capabilities and extended possibilities brought to the world of
microwave and antenna engineering by the use of optics and, specifically, of in-
tegrated photonics. This field is known as integrated microwave photonics. The
huge bandwidth and extreme low loss of optical fibers can be harnessed to imple-
ment very capable signal processing circuits for high-frequency electrical signals.
In particular, very broadband and continuosly tunable time delay units can be re-
alized optically; those are of fundamental interest in a number of signal processing
functionalities. Specifically, our interest in this work has been the design, realiza-
tion, testing and integration in complex systems of novel beamformers that employ
those delay lines, in conjunction with other components, to control the direction
of radiation of a high-performance antenna array. When realized with integrated
optical technology, we talk about integrated optical beamformers.

An introduction on the basics of phased arrays and their fundamental theory is
given. This will form the basis of the motivation of the following work, and in par-
ticular of the use of broadband time delay units to realize antenna “control units”
or beamformers. An overview on the works done to date in the field of optically-
controlled antennas is presented, together with an introduction on the basic con-
cept of the fascinating new field of integrated microwave photonics. The basic
delay units employed in the present work have been the optical ring resonators.
First we describe the characteristics of those structural slow-light devices, then we
describe the system design and performance analysis of integrated beamformers
based on those type of building blocks. After that, we present the actual demon-
stration of their functionality, their integration in a system demonstrator and the
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viii 0. Summary

test. Those steps were performed in collaboration with two important research in-
stitutes in the Netherlands, NLR and ASTRON, where two demonstrators have been
built for high-data rate airborne satellite communications in the Ku-band and for
broadband radio astronomy receivers in the L-band, respectively. A detailed de-
scription of the system integration of the on-chip beamformer with a radio astro-
nomy antenna array, of the tuning procedure and the demonstration of its func-
tionality is also given. A demonstration of the squint-free beamsteering capabil-
ity of the proposed integrated beamformers is provided by analysing the radiation
patterns of the array, measured in the 1.0-1.5 GHz band for the integrated system,
and in the complete DVB-S band (10.7-12.75 GHz) for the airborne antenna sys-
tem. This constitutes the first demonstration of this kind for beamformers based
on optical ring resonators.

After that, the work has been extended towards a number of directions to fur-
ther exploit the advantages offered by photonics. We describe a novel time delay
technique known as separate carrier tuning (SCT) whose implementation on an
integrated platform is demonstrated here for the first time. This technique allows
to simplify the integration of a complete time and phase control unit in a single
chip. The operating principle and the device schematic are described, followed by
the demonstration of broadband and continuously tunable delay and broadband
phase shifting of RF signals, simultaneously. The capabilities of the proposed delay
line have also been demonstrated in an example system application using a 2-tap
complex-coefficients microwave photonic filter (MPF).

On-chip optical beamformers offer a number of very attractive advantages, but
are limited by their low degree of parallelism since they generally require a single
delay line per antenna element. This becomes problematic for large antenna arrays
with a high number of elements. A unique possibility offered by optical modulated
systems is to employ wavelength division multiplexing (WDM). In particular, we
propose an innovative technique that employs WDM on-chip to dramatically sim-
plify the complexity of an optical integrated beamformer and, in turn, to enable the
implementation of control units for large arrays on a single chip. A complete com-
plexity analysis is presented, followed by a novel beamformer design which was
realized and demonstrated in its basic functionalities.
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Samenvatting

In de eerste helft van de twintigste eeuw heeft de wetenschappelijke en technische
gemeenschap grote belangstelling aan de dag gelegd voor het vakgebied van de
“phased array”-antennes. Deze technologie werd ontwikkeld gedurende de Tweede
Wereldoorlog om door middel van radartechnieken vroegtijdig te kunnen waar-
schuwen voor dreigingen vanuit de lucht. Deze antennes zijn in de loop der jaren
op verschillende gebieden ingezet, om in diverse behoeften te voorzien. Werden
zij aanvankelijk uitsluitend gebruikt voor defensie- en ruimtevaartdoeleinden, te-
genwoordig heeft de noodzaak voor breedbandige communicatie hun toepassing
bevorderd op het gebied van slimme antennes voor moderne, draadloze commu-
nicatiesystemen.

Dit proefschrift behandelt een speciale manier om ten volle gebruik te kunnen
maken van de grote flexibiliteit van die complexe maar toch zeer krachtige anten-
nes, voornamelijk in termen van snelheid, compactheid en kosten. Een aantal vak-
gebieden heeft geprofiteerd van het extreem laag verlies en grote bandbreedte van
de optische communicatietechnologie. Vooral interessant voor ons zijn de uitge-
breide mogelijkheden die dit gebracht heeft voor de wereld van de microgolf- en
antennetechniek door het gebruik van de optica en, in het bijzonder, van geïnte-
greerde fotonica. Dit gebied staat bekend als “geïntegreerde microgolf-fotonica".
De enorme bandbreedte en het extreem lage verlies van optische golfgeleiders kun-
nen worden aangewend om zeer geavanceerde signaalverwerkingscircuits te im-
plementeren voor hoogfrequente, elektrische signalen. In het bijzonder kunnen
zeer breedbandige en continu instelbare tijdvertragingen optisch worden gereali-
seerd, die van fundamenteel belang zijn om een aantal signaalverwerkingsfuncties
te kunnen realiseren. Onze speciale belangstelling gaat uit naar het ontwerp, rea-
lisatie, test en integratie van complexe systemen voor nieuwe bundelvormers die
zulke vertragingslijnen gebruiken, in combinatie met andere componenten, om de
richting van de stralingsbundel van hoogwaardige antenne-arrays te kunnen stu-
ren. In geval van realisatie door middel van geïntegreerd-optische technologie,
spreken we over geïntegreerd-optische bundelvormers.

Een inleiding over de basisprincipes van “phased arrays” en hun fundamentele
theorie wordt gegeven. Dit zal de basis vormen voor de motivatie voor wat volgt, en
in het bijzonder het gebruik van breedbandige vertragingen om stuurcircuits voor
antennes ofwel bundelvormers te realiseren. Er wordt een overzicht gepresenteerd
van wat er tot nu toe is gedaan op het gebied van optisch-gestuurde antennes, sa-
men met een inleiding op het basisconcept van het fascinerende nieuwe gebied
van de geïntegreerde microgolffotonica. De basis voor vertragingselementen in het
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x SAMENVATTING

onderhavige project bestaat uit optische ring-resonatoren. Eerst beschrijven we
de kenmerken van deze zogenaamde "slow light”-componenten, daarna het ont-
werp van het systeem en de prestatie-analyse van geïntegreerde bundelvormers
die gebaseerd zijn op die bouwstenen. Vervolgens presenteren we de demonstra-
tie van hun functionaliteit, hun integratie in een systeem-demonstratie en de test
van het geheel. Die stappen werden uitgevoerd in samenwerking met twee belang-
rijke onderzoeksinstituten in Nederland, NLR en ASTRON, waar twee demonstra-
ties zijn gebouwd, respectievelijk voor satellietcommunicatie met hoge datasnel-
heid in de Ku-band, en breedbandige radio-astronomie-ontvangers in de L-band.
Daarnaast worden gedetailleerde beschrijvingen gegeven van de systeemintegratie
van de bundelvormer, zoals die ontworpen is voor een radio-astronomie-antenne-
array, van de inregelprocedures en de demonstratie van de functionaliteit. Een de-
monstratie van de “squint”-vrije bundel van de voorgestelde geïntegreerde bundel-
vormers wordt geleverd door het analyseren van de stralingspatronen van het array,
gemeten in de 1.0-1.5 GHz-band van het geïntegreerd systeem, en in de volledige
DVB-S-band (10.7-12.75 GHz) van het satelliet-antenne-systeem. Dit vormt de eer-
ste demonstratie van dit soort bundelvormers gebaseerd op optische ringresonato-
ren.

Daarna is het project uitgebreid in een aantal richtingen, om de voordelen die
de fotonica biedt verder te benutten. Wij beschrijven een nieuwe techniek die be-
kend staat als “separate carrier tuning” (SCT), waarvan de toepassing op een gein-
tegreerd platform voor het eerst hier wordt aangetoond. Deze techniek maakt het
mogelijk de combinatie van volledige tijd- en faseregeling in een enkele chip te
vereenvoudigen. Het schema en werkingsprincipe ervan worden beschreven, ge-
volgd door de demonstratie van breedbandige, continu afstembare vertraging en
gelijktijdige faseverschuiving van breedband RF-signalen. De mogelijkheden van
de voorgestelde vertragingslijnen zijn ook aangetoond, met als voorbeeld een 2-
taps microgolf fotonisch filter (MPF) met complexe coëfficiënten.

Optische bundelvormers op een chip bieden een aantal aantrekkelijke voor-
delen, maar zijn beperkt door hun geringe mate van parallellisme, omdat ze in
het algemeen één vertragingslijn per antenne-element vereisen. Dit wordt proble-
matisch voor grote antenne-arrays met veel elementen. Een unieke mogelijkheid
ontstaat door gemoduleerde, optische systemen te gebruiken die gebaseerd zijn
op golflengtemultiplexing. In het bijzonder hebben we een innovatieve techniek
voorgesteld die gebruik maakt van golflengtemultiplexing op chip, om een drasti-
sche vereenvoudiging van de complexiteit van een geïntegreerd-optische bundel-
vormer te realiseren, en op zijn beurt, het mogelijk te maken dat regelcircuits voor
grote arrays op een enkele chip kunnen worden geïmplementeerd. Een volledige
complexiteits-analyse wordt gepresenteerd, gevolgd door een nieuw bundelvormer-
ontwerp, dat werd gerealiseerd en gedemonstreerd voor wat betreft zijn basisfunc-
tionaliteiten.



�

�

�

�

�

�

�

�

Contents

Summary vii

Samenvatting ix

1 Introduction 1
1.1 Wireless communications . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Antenna arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Beam forming networks . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Microwave Photonics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.1 Integrated microwave photonics . . . . . . . . . . . . . . . . . . 8
1.4 Research objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 The MEMPHIS project . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5.1 Demonstrator 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5.2 Demonstrator 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.6 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Antennas, Phased Arrays and Beam Forming Theory 17
2.1 Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Antenna parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 Radiation pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Field pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Field Regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Poynting vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.5 Normalized power pattern . . . . . . . . . . . . . . . . . . . . . 21
2.2.6 Lobes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.7 Directivity, efficiency and gain . . . . . . . . . . . . . . . . . . . 22
2.2.8 Effective isotropic radiated power (E I RP ) . . . . . . . . . . . . 24
2.2.9 Radiation resistance . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.10 Effective area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Radiowave propagation: Friis transmission formula . . . . . . . . . . 28
2.4 Antenna arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.1 Linear arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.2 Grating lobes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.3 Planar arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4.4 Phase shifters vs true-time-delays: array bandwidth . . . . . . 46
2.4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

xi



�

�

�

�

�

�

�

�

xii CONTENTS

3 Microwave Photonics and Optical Beamforming 55
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Microwave photonics fundamentals . . . . . . . . . . . . . . . . . . . . 57

3.2.1 MWP links and MWP systems . . . . . . . . . . . . . . . . . . . . 57
3.2.2 MWP links: figures of merit . . . . . . . . . . . . . . . . . . . . . 59
3.2.3 Link gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.4 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.5 Nonlinear distortions . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.6 Spurious-free dynamic range . . . . . . . . . . . . . . . . . . . . 73

3.3 Applications of microwave photonics . . . . . . . . . . . . . . . . . . . 76
3.3.1 Microwave signal distribution . . . . . . . . . . . . . . . . . . . 76
3.3.2 Microwave signal generation . . . . . . . . . . . . . . . . . . . . 77
3.3.3 Microwave signal processing . . . . . . . . . . . . . . . . . . . . 77

3.4 Optical beam forming techniques . . . . . . . . . . . . . . . . . . . . . 77
3.4.1 Phased array technology . . . . . . . . . . . . . . . . . . . . . . . 78

3.5 A historical overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.5.1 OBF principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.5.2 OBF schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.6 Phase control OBF techniques . . . . . . . . . . . . . . . . . . . . . . . 81
3.6.1 Coherent approaches . . . . . . . . . . . . . . . . . . . . . . . . 81
3.6.2 Non-coherent approaches . . . . . . . . . . . . . . . . . . . . . . 84

3.7 Time delay control OBF techniques . . . . . . . . . . . . . . . . . . . . 84
3.7.1 Variable length delay lines . . . . . . . . . . . . . . . . . . . . . . 85
3.7.2 Variable propagation velocity lines . . . . . . . . . . . . . . . . . 89

3.8 Recent developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.8.1 Conclusions and target for the thesis . . . . . . . . . . . . . . . 97

3.9 Limitations, current trends and solutions . . . . . . . . . . . . . . . . . 98
3.9.1 Integrated Microwave Photonics (IMWP) . . . . . . . . . . . . . 100

4 System Analysis and Design 103
4.1 Basic Building Blocks of the OBFN . . . . . . . . . . . . . . . . . . . . . 104

4.1.1 Delay elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.1.2 Optical combiners . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.2 Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3 System Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.3.1 Photonic Signal Processing Techniques . . . . . . . . . . . . . . 112
4.3.2 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3.3 System Parameters and Performance Analysis . . . . . . . . . . 118

4.4 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4.1 System requirements for DVB-S applications . . . . . . . . . . . 121
4.4.2 Choice of the subsystem parameters . . . . . . . . . . . . . . . 122
4.4.3 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . 125
4.4.4 Alternative System Architecture . . . . . . . . . . . . . . . . . . 130



�

�

�

�

�

�

�

�

CONTENTS xiii

5 System Demonstration, Integration and Test 133
5.1 The FLY OBFN chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.1.1 OBFN chip schematic . . . . . . . . . . . . . . . . . . . . . . . . 134
5.1.2 OBFN chip layout . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.2 The OBFN system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3 Analog optical link characterization . . . . . . . . . . . . . . . . . . . . 138

5.3.1 Link gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.3.2 Noise and non-linear distortions . . . . . . . . . . . . . . . . . . 139
5.3.3 AOL with carrier re-insertion . . . . . . . . . . . . . . . . . . . . 144
5.3.4 Double-sideband suppressed-carrier (DSB-SC) with carrier re-

insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.3.5 Single-sideband suppressed-carrier (SSB-SC) with carrier re-

insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.4 Optical characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.4.1 Measurement setup for optical characterization . . . . . . . . . 153
5.4.2 Optical delay generation . . . . . . . . . . . . . . . . . . . . . . . 154
5.4.3 Optical sideband filter response . . . . . . . . . . . . . . . . . . 155

5.5 RF-to-RF characterization . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.5.1 Measurement setup for RF characterization . . . . . . . . . . . 157
5.5.2 Phase response (delay generation) . . . . . . . . . . . . . . . . . 158
5.5.3 Power reponse (coherent combining) . . . . . . . . . . . . . . . 159

5.6 Radiation pattern simulation . . . . . . . . . . . . . . . . . . . . . . . . 160
5.6.1 Modelling a beamformer as a microwave network . . . . . . . . 161
5.6.2 Measured s-parameters . . . . . . . . . . . . . . . . . . . . . . . 163
5.6.3 Reference OBFN setting and delay equalization . . . . . . . . . 163
5.6.4 Beam settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.6.5 Simulated array factor vs frequency (squint analysis) . . . . . . 168
5.6.6 Simulated array factor based on measured s-parameters . . . . 169
5.6.7 Bandwidth analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 181

5.7 System integration and pattern measurements . . . . . . . . . . . . . 193
5.7.1 Optical technology and chip realization . . . . . . . . . . . . . . 193

5.8 Description of the RF photonic integrated system . . . . . . . . . . . . 196
5.8.1 Antenna array and front-end . . . . . . . . . . . . . . . . . . . . 196
5.8.2 Photonic subsystem . . . . . . . . . . . . . . . . . . . . . . . . . 198

5.9 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
5.9.1 Delay settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
5.9.2 Amplitude settings . . . . . . . . . . . . . . . . . . . . . . . . . . 201
5.9.3 Calibration accuracy, stability and repeatibility . . . . . . . . . 202
5.9.4 Optical phase synchronization . . . . . . . . . . . . . . . . . . . 202

5.10 Antenna pattern measurements . . . . . . . . . . . . . . . . . . . . . . 204
5.11 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

5.11.1 Parasitic effects in beam pattern measurements . . . . . . . . . 206
5.11.2 Beam analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

5.12 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209



�

�

�

�

�

�

�

�

xiv CONTENTS

6 Separate Carrier Tuning Technique 211
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
6.2 Theory of separate carrier tuning . . . . . . . . . . . . . . . . . . . . . . 215
6.3 Principle of operation and device realization . . . . . . . . . . . . . . . 215
6.4 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
6.5 Microwave photonic filter demonstration . . . . . . . . . . . . . . . . . 220
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

7 Multi-Wavelength Beamformers 225
7.1 OBFN limitations for large arrays . . . . . . . . . . . . . . . . . . . . . . 226
7.2 Complexity reduction using multiple wavelengths . . . . . . . . . . . 226

7.2.1 OBFN based on ORRs and multiple wavelengths . . . . . . . . 226
7.2.2 Operating principle . . . . . . . . . . . . . . . . . . . . . . . . . . 227
7.2.3 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

7.3 System architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
7.4 Building blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
7.5 OBFN Functional Design . . . . . . . . . . . . . . . . . . . . . . . . . . 238

7.5.1 Optical phase shifter section 1 . . . . . . . . . . . . . . . . . . . 238
7.5.2 Horizontal beamforming stage . . . . . . . . . . . . . . . . . . . 238
7.5.3 Demultiplexer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
7.5.4 Optical phase shifter 2 . . . . . . . . . . . . . . . . . . . . . . . . 242
7.5.5 Separate carrier tuner . . . . . . . . . . . . . . . . . . . . . . . . 242
7.5.6 Vertical beamforming stage . . . . . . . . . . . . . . . . . . . . . 244

7.6 Tunable delay units design . . . . . . . . . . . . . . . . . . . . . . . . . 245
7.6.1 Calculation of the maximum delay in each OBFN path . . . . . 246
7.6.2 Calculation of required number of ORRs per delay element . . 247
7.6.3 Final layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
7.6.4 Wideband Design (2–10 GHz) . . . . . . . . . . . . . . . . . . . . 252

7.7 Modulation technique and optical filter design . . . . . . . . . . . . . 254
7.7.1 SSB-FC modulation . . . . . . . . . . . . . . . . . . . . . . . . . 254
7.7.2 Filter architecture: MZI + 2 ORRs . . . . . . . . . . . . . . . . . . 254
7.7.3 Filter FSR accuracy requirements . . . . . . . . . . . . . . . . . 255

7.8 Chip Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
7.9 Measurement of BBBs Characteristics . . . . . . . . . . . . . . . . . . . 258

7.9.1 System setup for bare chip characterization . . . . . . . . . . . 258
7.9.2 Multiplexer/demultiplexer characterization . . . . . . . . . . . 260

7.10 Demonstration of Basic Functionalities . . . . . . . . . . . . . . . . . . 265
7.10.1 Modifications to the alignment setup . . . . . . . . . . . . . . . 266
7.10.2 Optical characterization of the cascade of two AMZIs . . . . . . 268
7.10.3 Identification of the paths and laser wavelength selection . . . 276
7.10.4 Delaying and combining demonstration . . . . . . . . . . . . . 276

7.11 Hybrid integration with MWL laser + MZM array . . . . . . . . . . . . 283
7.12 OBFN positioning in the system . . . . . . . . . . . . . . . . . . . . . . 284
7.13 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284



�

�

�

�

�

�

�

�

CONTENTS xv

8 Conclusions and directions for further research 285
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
8.2 Directions for further research . . . . . . . . . . . . . . . . . . . . . . . 286

References 289

Appendices

A Spherical Coordinate System 307
A.1 Spherical Coordinate System . . . . . . . . . . . . . . . . . . . . . . . . 307
A.2 Conversion between spherical and cartesian coordinates . . . . . . . 307

B Design of tunable delay units based on optical ring resonators 309
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
B.2 Design of the Symmetric Binary Tree OBFN structure . . . . . . . . . . 310
B.3 Design of the delay units . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
B.4 Case study: design of delay units for MWL-OBFN . . . . . . . . . . . . 314
B.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Acknowledgments 319

Biography 325

List of publications 327



�

�

�

�

�

�

�

�

xvi CONTENTS



�

�

�

�

�

�

�

�

1
Introduction

In this chapter, an introduction to the research topic is given. The basic concepts of
antenna arrays, the fundamentals and the motivation of photonic signal processing
of RF signals are briefly described, before introducing the scope of the research project.
The chapter closes with a description of the content of each chapter.

1
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2 CHAPTER 1. INTRODUCTION

1.1 Wireless communications

A series of natural reasons brought men to invent novel methods to communi-
cate when their distance would become very large, so that sounds or visual ges-
tures would no longer be sufficient. With the first answers to this need, the era of
telecommunication was born. In fact, in an etymological sense, the word telecom-
munication means “communicate from a distance” (from Greek tele, meaning “far
off”, “afar”, “at or to a distance”, and the Latin word communicare, meaning “to com-
municate”, or “to make common”).

In particular, the discovery of electricity allowed to use completely new meth-
ods to transfer data, at a speed very close to the one of light, revolutionizing the
way information could be exchanged almost instantaneously all around the globe.
At the end of the nineteenth century the “radio era” arrived, with the first discov-
ery of “wire-less” communications by the Italian scientist and Nobel prize win-
ner Guglielmo Marconi. After the first wireless transmission, radio communica-
tion evolved very quickly making possible to transmit information at the speed of
light between different countries, different continents, and even to and from outer
space. All components of the radio devices evolved rapidly, later under the push of
improved performance given by the world wars. During the Second World War, a
component of tremendous importance of modern systems was invented, the mag-
netron, which practically allowed to extend the usable spectral region employed
for communications and radar towards much higher frequencies than before: the
microwave spectrum [1]. This allowed to produce also smaller and more compact
wired-to-wireless transducers, or antennas. The increase in frequency and the cor-
responding miniaturization of the devices have induced a large diffusion of radio
systems, and wireless transmission of information is nowadays widely employed in
the daily life of everyone. In addition to that, in recent years, the amount of data
per unit time (or data rate) that wireless devices must be able to handle has dra-
matically increased, mainly due to the progress in integrated electronics and the
corresponding fast-increasing data content of multimedia services, for example in
internet, home entertainement or mobile telephony. The need for faster wireless
connectivity, in turn, pushes the technological development by calling for faster
and smaller digital signal processors, but also for radio systems with analog front-
ends capable to handle those high-speed and rapidly-varying analog signals, such
as broadband and reconfigurable transmitters, receivers and antennas. Broadband
reconfigurable antennas, that is, antennas whose radiation properties can be mod-
ified electronically, will be the main interest of our work.

An antenna is a device that converts electromagnetic energy from a guide (gui-
ded energy, e.g. in a cable or a waveguide) into free-space (radiated energy) and
vice versa. The size, shape and material of the antenna influence largely the direc-
tion, the frequency band of possible operation and how efficiently this conversion
can be performed [2–4]. It is generally desirable to transmit radio waves with the
maximum possible energetic efficiency to the receiver, and this is strongly linked
to the capability of the antenna to concentrate power in a specified direction. This
aspect, in turn, is connected to the physical dimensions of the antenna, its shape
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1.2. ANTENNA ARRAYS 3

and the arrangement of the radiating elements.

1.2 Antenna arrays

A new idea on a particular type of antenna was introduced in order to increase the
efficiency of communications by another Nobel laureate, the German inventor Karl
Ferdinand Braun, who for the first time demonstrated enhanced transmission of
radio waves in specific directions. Using multiple antennas arranged in an array
configuration allows to increase the transmission efficiency, thus allowing a higher
signal to noise and interference ratio (SNIR) and, in turn, a higher data rate. Also,
using arrays in receiving systems can improve the collection efficiency in presence
of very weak sources, for example in the case of very large distance man-made radio
sources, as in overseas communications, or weak reflected signals by objects illu-
minated by a radar, or even electromagnetic sources originating from outer space,
as in the case of radio astronomy. It is with this type of applications that antenna
arrays started to be employed and developed.

A simple example can be used to explain how an array of elementary antenna
elements can be employed to control the direction of transmission or reception of
radio waves.

T

2T

3T

TX

TX 0o

20o

Figure 1.1: Operating principle of a phased array antenna

Let us consider an array of four elementary antenna elements placed vertically
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and equally spaced, as in Fig. 1.1(a). A transmitter TX generates a pulse which we
want to transmit in horizontal direction. It is possible to create a simple network
which divides the pulse and connects the transmitter to the antennas. If the line
characteristics and their lengths are all the same, the pulse will be divided in four
parts which will arrive at the same time at the antenna elements, and thus will be
transmitted in the horizontal direction.

Now, let us suppose that we want to transmit the pulse to a different direction,
for example 20 degrees upwards, but without physically moving the antennas. That
can be done by using the same splitting network, but where we have introduced
certain time delays in the feed network, linearly increasing from top to bottom, mul-
tiples of a basic time delay T , see Fig. 1.1(b). The larger the value of T , the higher
the beam tilt compared to the horizontal direction. This principle can be applied
in exactly the same way in the receiving direction, by simply inverting the sense
of propagation of the pulse through free space and through the antenna feeding
system.

The amount of delay relates to the tilt angle ϑ0 according to the relation

T = L

c0
= d sin(ϑ0)

c0
(1.1)

as shown in Fig. 1.2, where d is the inter-element distance and c0 is the speed of
light in free-space.

T

Figure 1.2: Relation between tilt angle and delay between two adjacents elements

1.2.1 Beam forming networks

The performance of the phased array depends strongly upon the characteristics of
the network that connects the individual elements with the transmitter or receiver;
that is known as beam-forming network (BFN) or, simply, beamformer. As seen in
the simple example shown before, the task of this network is mainly to provide the
correct delays in such a way that the transmitted (or received) signal would be sent
in the desired direction.
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In Fig. 1.1 we have chosen on purpose to show the propagation of a pulse, as this
is the common scenario in modern communication systems, where broadband sig-
nals are often codified in the form of temporal sequences of very short, thus broad-
band, pulses. In order to preserve the characteristic of the information signal, it
is important that the antenna system is capable of handling those pulses without
disrupting their shape, in terms of temporal and spectral profiles. This requires, in
turn, a broadband performance for all the components involved: for example, the
antenna and the amplifiers must be capable of transmitting all the frequency com-
ponents with the same gain and, most importantly, the delay lines shall be able
to provide the same delay to all the components that constitute the pulse, that is,
should introduce negligible dispersion.

If this is not the case, an undesired phenomenon known as beam squint occurs,
consisting of the fact that the pointing direction is not constant but changes with
frequency, as will be accurately analyzed in Chapter 2. In case of transmission of
broadband pulses, this is particularly disruptive as it creates a sort of spatial filter-
ing effect, where different frequency components of the pulse would be transmitted
in different angular directions, and receivers located at different angular positions
would receive only a limited spectral portion of the initially transmitted pulse.

For narrowband applications, on the contrary, very often phase shifters are used
instead of delay lines, as they are generally simpler to implement. A large amount
of literature is available describing the implementation of microwave phase shifters
for antenna control [5, 6].

However, for modern applications where large instantaneous bandwidths are
required, broadband delay lines must be used, often referred to as true-time-delay
(TTD) lines. Their fundamental characteristic consists of the fact that they provide
a constant amount of delay over the whole frequency band of interest [2]. In order
to allow beamsteering the delay lines they must be tunable, and shall provide rela-
tively large delay, especially in the case of large antenna arrays, and shall be able to
operate at high frequencies.

It is generally difficult to realize electronic beamformers with broad instanta-
neous bandwidth, continuous amplitude and delay tunability and, at the same
time, capable of feeding large arrays. To date, purely electronic solutions for TTD
cannot meet the requirements [2].

True time delay lines employing traditional microwave components may imply
bulky, complex and heavy beamformers, see as example the metallic waveguide
BFN used for multibeam multi-feed satellite communications [4]. Monolithic in-
tegration has improved the compactness of variable time delays sensibly, via the
use of reconfigurable microwave monolithic integrated circuits (MMIC); nonethe-
less, those solution do not easily offer broadband and continuous tunability, or
are usually limited to mid- to low-power applications and frequencies below few
tens of GHz [7]. For high-power applications in the mm-wave range, bulky and
energy-hungry vacuum tube solutions are still the only possibility in practical ap-
plications [2]. Recent advances in microelectronics and analog circuit design and
technology have shown an unprecedented performance for phased array systems
operating well into the mm-wave range (30-40 GHz) [8] with ultra-wideband (UWB)
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6 CHAPTER 1. INTRODUCTION

performance (3-15 GHz), equivalent to a percentage instantaneous bandwidths as
large as 200 % [8], and able to generate up to several tens of independent beams.
Those solutions are very compact (from few to few tens of square millimeters of dye
area), and very attractive for a number of systems in the imaging, radar and high-
data rate communication applications, offering high sensitivity in passive imaging
systems (radiometers), and high resoultions in active imaging systems [8]. How-
ever, even those state-of-the-art systems cannot offer continuous tunability (or are
completely not tunable, and thus defined staring arrays) and broadband delays be-
yond approximately one hundred picoseconds. The need to achieve large aperture
antenna arrays with tunable beam direction and large instantaneous bandwidths is
present and asks for different types of solutions. Quoting a world-renowned expert
in the field, M.J. Mailloux [2],

Conventional phased arrays operate over bandwidths that are inversely
proportional to the array size. The use of true time delays instead of
phase shifts would eliminate the bandwidth restriction due to beam squint,
but unfortunately the only viable time-delay technology at the time of
this writing consists of switched sections of transmission lines. For ex-
ample, a large array of 50 wavelengths on a side and scanning to 60o

would need a total time delay from zero to 50 sin(60o), or 43 λ. To obtain
precision equivalent to an N -bit phase shifter, about N + 6 bits is neces-
sary. If these units are made with discrete time-delay bits, as is the com-
mon practice for phase shifters, the units become too bulky and heavy,
and so lossy as to be impractical for most applications, except perhaps
for stationary ground-based arrays at relatively low frequencies.

Over the years alternative technologies have been proposed to overcome those
limitations. With introduction of fast analog-to-digital converters (ADC), it is pos-
sible to employ digital processors instead of physical delay lines. This brought
the advantage of complete and fast reconfigurability, an unprecedented flexibil-
ity in the excitation coefficients, which are generated by a digital processor and
not by physical delay lines, that reflects into an unprecedented beam shape con-
trol. Nonetheless, real-time adaptive digital processors with wide bandwidth for
third-generation mobile networks may become extremely complex, and consume
much electrical power, large part of which is dissipated as heat in the digital pro-
cessing unit, to become critical for spaceborne applications [9]. In fact, due to the
high performance required, a high degree of parallelism is introduced which makes
digital real-time beamformers very bulky and costly. Also, those processors can-
not generally handle data beyond a few gigahertz of bandwidth due to the speed
limitations of analog-to-digital converters. If those limitations can be acceptable
for ground based applications, the weight, bulk and energy requirements of dig-
ital beamforming limit their application to mobile or satellite platforms [10] and
experts have been starting to look at different directions [11].
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1.3 Microwave Photonics

Since the eighties, engineers started to investigate the possibility to use optics gen-
erate delays for microwave antenna beamforming [12, 13], giving birth to a novel
field known as microwave photonics.

The interest in using photonic techniques for feeding large antennas arises from
the main feature of photonics, that is, the ultra-low attenuation of optical fibers
combined with their ultra-wideband performance. This comes in addition to their
very low cost, bulk and weight and “natural” EMI immunity when compared to mi-
crowave transmission lines.

The basic schematic of an optical beamformer is very similar to the one of a
traditional BFN, where the electrical processor is replaced by an optical processor,
and where electrical-to-optical (E/O) and optical-to-electrical (O/E) converters are
employed, as shown in Fig. 1.3.

T

2T

3T

TX E/O

O/E

O/E

O/E

O/E

electrical electricaloptical

Figure 1.3: Operating principle of a phased array antenna based on an optical
beamformer

A number of optical beam forming (OBF) architectures have been proposed
over the years to address several desired characteristics, as:

• ultra-wide instantaneous band (tens of GHz)

• high operating RF frequency (microwave and millimeter-wave bands)

• true-time-delay performance

• EMI-free operation

• agile and fast reconfigurability for beam control

• multibeam capability

In particular, integrated on-chip solutions started to be proposed as well in order
to address the following features:
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8 CHAPTER 1. INTRODUCTION

• low size, weight, volume (low bulk) compared to traditional microwave solu-
tions

• low power consumption (200 mW per thermal tuning unit, reduced by a fac-
tor 80k when employing electro-optical tuning1)

• low cost (for high yield photonic integration)

Initially, the development was carried on within – and limited to – the military
research framework, for very high performance systems (e.g. wideband radar ap-
plications, antenna remoting and control using optical fibers in very large radar an-
tennas) [13], in fact, in a context where cost would not be a limiting factor. Later on,
the diffusion and cost reduction of photonic components due, in turn, to the large
diffusion of optical communication networks, slowly allows the OBF techniques to
spread towards a number of other fields such as spaceborne applications and radio
astronomy. All that, together with the current trend towards a higher and higher
data rate requested by personal wireless applications, is opening the path towards
the potential diffusion of complex and high-performance OBF systems also in the
field of personal communications [14].

1.3.1 Integrated microwave photonics

Photonics solutions proposed over the years have shown the desired high perfor-
mance in terms of speed, bandwidth and reconfigurability. However, they are of-
ten regarded with certain skepticism from the antenna and microwave engineering
communities due to the generally high bulk, low system performance, high power
consumption and costs [5]. This is due to the fact that they were generally based on
bulk optics and discrete standard optoelectronic devices.

The current challenge is providing the high performance typical of photonic so-
lutions, while retaining the advantages offered by microelectronics (very low space
occupation, consumption, and unit cost). In this context several authors [12,15–17]
see in integrated microwave photonics (IMWP) an answer to this need, as an en-
abling technology for the exploitation of the advantages of microwave photonics
and its large-scale deployment in commercial applications. In fact, to the well
known advantages of photonics, integrated solutions add also compactness and
light weight, thus extending the application possibilities of optically-fed smart an-
tennas to domains where size and weight are critical (e.g. aerospace) and reduces
the cost thanks to the high yield and reproducibility of the CMOS compatible fab-
rication equipment.

The current trend is to harness the enormous progress in integrated optics to
provide flexible, reconfigurable and general-purpose microwave photonic proces-
sors [2, 3], that can assist or even replace current analog microwave filters and front-
ends, enabling better performance or completely novel functionalities.

1For electro-optical tuning we intend that filter characteristics (e.g. group delay) can be induced by
refractive index change produced by means of electro-optic effect, as opposed to thermo-optical tuning
where changes are produced by means of thermo-optic effect.
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1.4 Research objective

The goal of the research presented in this thesis was to investigate the design, sys-
tem integration and test of novel architectures for optical beam forming networks
for antenna arrays, that are completely programmable, providing wideband and
continously tunable delays, and integrated on single photonic chips that can be re-
alized in a standard CMOS foundry. The actual research activities have been carried
out in the framework of a large Dutch national project, with the aim of realizing two
demonstrators as described below (Sec. 1.5).

Our work fits in a context where satellite communications (SATCOM) systems
have been aiming towards higher and higher operating frequencies in order to pro-
vide wider bandwidths for the ever-increasing need of data rate. Most of the cur-
rently deployed systems operate at Ku-band and are moving towards even higher
frequencies (e.g. Ka-band). Phased array antennas are very useful in SATCOM ap-
plications, thanks to the capability to produce highly-directive beams which can be
shaped and scanned electronically [2, 4]. This field is a particularly interesting ap-
plication for optical beamforming since, besides operating at high frequencies for
the reasons seen above, it requires large arrays to achieve sufficient G/T to com-
pensate for the low power signals, and requires seamless beamsteering due to the
continuously varying relative position between mobile receivers and the satellite.
In addition to that multibeaming and fast beam switching are desired characteris-
tics that have been effectively demonstrated using photonic solutions (see Chap-
ter 3).

Another important application is modern radio-astronomy, where the current
trend in building new instrument (e.g. SKA, [18]) is strongly directed towards the
widespread use of phased arrays, both in the form of aperture arrays (Fig. 1.4) or
as phased array feeds (PAF) in conjunction with large reflectors. A dedicated work-
shop on the use of phased arrays for radio astronomy has been established in recent
years for sharing knowledge among the experts in the field [19]. In this field, due to
the extremely low power received in the science cases of interest, the collection ef-
ficiency (and in turn the area) of the antennas and their robustness to interference
should be very high [19]. For this reason, photonic solutions are regarded with high
interest, and optical systems are commonly deployed for signal clock and local os-
cillator distribution [20], for antenna remoting through analog optical links [21, 22]
and more recently also for beamforming.

In particular, our aim has been to demonstrate the use of integrated photonics
as an enabling technology to provide unprecendented performance to the targeted
antenna system. The integrated microwave photonics approach enables an am-
bitious set of joint specifications, as detailed in the next section, that cannot be
achieved by different technological approach.

1.5 The MEMPHIS project

This ambitious scope described above required the development of a novel ap-
proach, that is, the integration of electronics and photonics in integrated systems.
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Integrated microwave photonics
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Figure 1.4: Applications of the microwave photonics technology developed in the
thesis (a) (picture from http://www.skatelescope.org/). Schematic of
an optically-controlled antenna array, including optical local oscilla-
tor generation and antenna remoting via analog photonic link (b).
Schematic and image of an integrated optical beamforming network
chip (c).
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This has been the main focus of the MEMPHIS project –in the framework of which
this thesis has been carried out – supported by the Smart Mix Programme of the
Netherlands Ministry of Economic Affairs and the Netherlands Ministry of Educa-
tion, Culture and Science.

The work aimed at the realization of two demonstrators, whose aim is to prove
the broadband characteristic of photonic integrated beamformers for application
to radio astronomy and satellite communications, respectively. Both demonstra-
tors employ an on-chip beamformer capable of providing broadband delays for the
two target applications. Below we will show a functional schematic and an impres-
sion of the desired system integration scheme.

The technology required for those applications originates from a close collab-
oration of the Microwave Photonics team at the University of Twente with several
academic and industrial partners from the Netherlands (LioniX BV, NLR, TNO, As-
tron, Cyner, TU/e and TU-Delft).

1.5.1 Demonstrator 1

The main focus of this demonstrator is the development of an aperture antenna for
radio astronomy, using a photonic technology in order to implement a beamformer
capable of operation over a large instantaneous bandwidth (≈8 GHz), and/or mul-
tiple simultaneous beam capability. The distinctive feature of the beamformer em-
ployed in this demonstrator is the use of multiple optical carriers at different fre-
quencies, in order to demonstrate a novel hardware-compressive architecture based
on the reuse of the same delay units. The corresponding concept is described in de-
tail in Chapter 7.

System architecture

The optical beamforming system consists of two main parts: an indium phosphide
(InP) transmitter chip (MWL-TX), realized at TU/e (Eindhoven University of Tech-
nology), including four multi-wavelength lasers with 4 high-speed modulators, and
a multiplexer based on an arrayed-waveguide grating. The four wavelengths are
modulated by four electrical signals originating from different antenna elements.
The modulators are fed by suitable modulator drivers. The modulated signals are
multiplexed on the InP chip, and then fed to the optical beamformer, which is
realized on a separate silicon nitride/silicon oxide (Si3N4/SiO2) chip employing
TriPleX™technology [23,24]. This chip is designed at UT-TE (University of Twente)
and realized by LioniX B.V. The two chips are designed in order to allow their con-
nection by butt-coupling. The multiplexed signals enter the optical beam forming
network (OBFN) chip and then are demultiplexed and delayed in a wavelength-
selective manner and recombined in a binary-tree pattern. The delayed and com-
bined signals are then routed to a photodetector.

System specifications

Table 1.1 summarizes the system specifications for Demonstrator 1.



�

�

�

�

�

�

�

�

12 CHAPTER 1. INTRODUCTION

Table 1.1: Key parameters of the OBFN system for radio astronomy applications
(Demonstrator 1)

Parameters Value Unit

Antenna configuration Planar, separable illum.
Frequency range 2 – 10 GHz
Frequency range (minimum) 3 – 5 GHz
Instantaneous bandwidth 8 GHz
Instantaneous bandwidth (minimum) 2 GHz
Nr. elements in one tile 64 (8×8) –
Inter-element spacing (x direction) 37.5 mm
Inter-element spacing (y direction) 37.5 mm
Antenna element gain 0 dBi
Antenna element gain flatness in band 5 dB
Antenna element cross pol. level < 6 dB
Impedance (differential) 100 Ω

Gain antenna tile (8×8) > 15 – 17 dBi
Beamwidth antenna tile (8×8) ≈10 degrees
Beamwidth total array ≈2 degrees
Antenna polarization dual linear (switched) –
RF front-end gain 70 dB
Cross-polarization isolation (XPI) <-15 dB
Scan angle (elevation) ±30 degrees
Scan angle (azimuth) ±30 degrees
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System integration

Fig. 1.5 shows an impression of the envisioned electronic-photonic system inte-
gration of the optical beamformer with the other subsystems. A silicon common
base will be used to mount both the MWL-TX and the OBFN. The optical chips
are mounted directly on a metal base used both as a mechanical support for the
complete integrated system, and as a temperature-stabilized heat sink. The optical
connections are realized by means of butt-coupling between the MWL-TX and the
OBFN, and by means of fiber pigtailing between the chip and the output fiber to
the photodetector. A printed-circuit-board (PCB) is employed to host the electrical
drivers for the lasers and modulators array on the MWL-TX chip, and for the electri-
cal connections for OBFN tuning. The connections between PCB and optical chips
are realized via wire bonding.

Figure 1.5: Schematic of Demonstrator 1 (broadband phased array for radio astro-
nomy)
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1.5.2 Demonstrator 2

The main focus of this demonstrator is the development of a special satellite an-
tenna, which uses a “photonics core” that will provide a breakthrough in broadband
connectivity, allowing live TV and fast internet connection on board of commer-
cial airplanes. This system shall be able to track satellites without any mechanical
movement, keeping a low profile, thus a much lower air drag and fuel consumption,
thus providing higher performance and a “greener” solution compared to other sys-
tems for airborne satellite communications.

System architecture

The system architecture of Demonstrator 2 is similar to the one of Demonstrator
1, with the main difference that this time the laser is off-chip, and three different
chips are interconnected. First, an integrated 1×16 splitter is realized with a binary
tree architecture in TriPleX™technology designed and realized by LioniX B.V. The
waveguide spacing at the output facets match the one of a modulator array real-
ized by Oclaro and featuring 16 Mach-Zehnder modulators in indium phosphide.
The modulators outputs are connected to the optical beamformer designed in UT-
TE and realized by LioniX B.V., featuring 16 inputs, 40 optical ring resonators, an
optical sideband filter integrated on the same chip. All the components are fully-
tunable employing thermo-optical mechanism. The output is routed to a detector
that could be directly integrated on the same system.

System specifications

Demonstrator 2 will be based on the requirements for an aircraft antenna for satel-
lite communication. The configuration will be a receive-only antenna operating
in Ku-band. For demonstration purposes, the antenna to be realized will corre-
spond to a subsection of the actual airborne antenna required for satellite signal
reception, therefore showing a lower gain and a larger beamwidth. The demonstra-
tor will show some of the required capabilities of an airborne SATCOM antenna as
summarized in Table 4.1 indicating the system parameters.

System integration

Fig. 1.6 shows an impression of the system integration of the optical beamformer
with the other subsystems. Similarly to what envisioned for Demonstrator 1, also in
this case the different chips are mounted on a silicon common based mechanically
supported by a brass heat sink. A shaped PCB is used here to host the modula-
tor drivers and the electrical connections, brought on the photonic chips via wire
bonding. The optical connections are realized via butt coupling between splitter,
modulator array, OBFN and detector, while the laser input is connected to the inte-
grated splitter via a fiber pigtail.
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Table 1.2: Key parameters of the OBFN system for DVB-S applications (Demonstra-
tor 2)

Parameters Value Unit

Antenna configuration Planar, separable illum.
Frequency range 10.7 - 12.75 GHz
Bandwidth 2.05 GHz
Nr. elements in one tile 64 (8×8) –
Inter-element spacing (x direction) 11.8 mm
Inter-element spacing (y direction) 11.8 mm
Gain antenna tile (8×8) > 22 dBi
Gain total array (25 tiles) ≈37 dBi
Beamwidth antenna tile (8×8) ≈10 degrees
Beamwidth total array ≈2 degrees
Antenna polarization dual linear (switched) –
RF front-end gain 70 dB
Cross-polarization isolation (XPI) <-15 dB
Minimum CNR (25+ tiles, 33 MHz BW) 8 dB
Scan angle (elevation) ±45 degrees
Scan angle (azimuth) ±45 degrees
LO emission according to EN 320 186

Figure 1.6: Schematic of Demonstrator 2 (broadband satellite communications)
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1.6 Thesis outline

After this introduction, the thesis starts with a review of the basic concept on an-
tenna arrays given in Chapter 2. The concept of microwave photonics as an exten-
sion to microwave signal processing capabilities offered by the photonic approach
is then described in Chapter 3. A complete system analysis of the photonic beam-
former system is described in Chapter 4, followed by the design of a photonic in-
tegrated beamformer for a specific case study. Chapter 5 reports on the character-
ization, system integration and test of the optical beamforming network (OBFN).
Chapter 6 describes the novel on-chip demonstration of a phase and delay tuning
technique known as separate carrier tuning, which enables a significant simplifica-
tion of the network structure. Chapter 7 describes the application of a wavelength-
division multiplexing approach and its benefits in the implementation of a novel
type of photonic beamformer. The thesis ends with conclusions and recommenda-
tions in Chapter 8.
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Antennas, Phased Arrays and Beam

Forming Theory

In this chapter, the theory of antenna arrays will be described. Starting from the
fundamental characteristics of antennas, the concept of array of antennas will be
introduced and its advantages evaluated. The concept of array factor will be intro-
duced and its expression will be given for a number of common array architectures.
The relation between array factor and antenna feeding network will be explained.
The principle of pattern multiplication will be introduced. The condition for ab-
sence of grating lobes will be derived analytically and discussed. The bandwidth of
an array and the problem of frequency squint will be analyzed in detail. The chapter
concludes with a discussion of the requirements for wideband beamsteering, show-
ing the limitations of the narrowband phase-shifter approach and introducing the
photonic true-time-delay solution for broadband antenna array beamforming.

17
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18 CHAPTER 2. ANTENNAS, PHASED ARRAYS AND BEAM FORMING THEORY

2.1 Antennas

An antenna can be defined as the structure associated with the region of transition
between a guided wave and a free-space wave, or vice versa ( [3]), or a transducer that
converts a guided wave propagating on a transmission line into an electromagnetic
wave propagating in an unbounded medium (as in [25]). In analogy with microwave
engineering, an antenna can be seen as an “impedance transformer”, between the
characteristic impedance of a transmission line, and the intrinsic impedance of free
space, 377 Ω. Again, citing the elegant definition of Kraus ( [3]), “the antenna, like
the eye, is a transformation device converting electromagnetic photons into circuit
currents; but, unlike the eye, the antenna can also convert energy from a circuit into
photons radiated into space.” In brief, the antenna converts photons to currents and
vice versa.

Antennas are realized in different shapes, materials, and sizes: the antenna size
becomes particularly meaningful when compared to the operating wavelength, as
will be further detailed in the following. Those characteristics are decided in the
design phase, based on the requirements and constraints given by the desired ap-
plication. Their choice will determine, in turn, the radiation characteristics and the
electrical characteristics of the antenna.

2.2 Antenna parameters

As from the definitions given above, the antenna can be characterized differently
when looked at from the transmission line or from the space surrounding it. From
the transmission line perspective, the antenna behaves like a 2-terminal compo-
nent (or a 1-port microwave circuit) which can be associated to a complex im-
pedance, with a resistive and a reactive component which are scalar quantities.
From the free-space perspective, instead, the antenna can be usefully character-
ized by vector field components functionals called radiation patterns (field patterns
or power patterns). The term radiation refers to the energy conveyed by the elec-
tric and magnetic fields constituting an electromagnetic wave propagating in free-
space. The definitions of those quantities will be employed in this thesis and are
given below.

2.2.1 Radiation pattern

Let us consider a 3-dimensional spherical coordinate system (r,ϑ,ϕ) as described
in Appendix A). The radiation pattern is a function of the spatial coordinates (ϑ,
ϕ) describing the intensity and polarization of the fields generated by the antenna
(field pattern), or how the power is radiated by the antenna in a specified direction
(power pattern).
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2.2.2 Field pattern

Let us still consider the same spherical coordinate system (r,ϑ,ϕ). The field pattern
is a 2-variable function f (ϑ,ϕ) whose value is proportional to the field intensity (E
or H) at a certain distance r from the antenna in the direction (ϑ,ϕ).

The actual value of this function, that is, the actual intensity of the field, de-
pends upon the distance r . Still, at distances which are large compared to the an-
tenna size and the wavelength (see later in this chapter the definition of field re-
gions, Sec. 2.2.3), the shape of the field pattern is independent of distance. For this
reason, it is interesting to define a function whose value is independent of distance.
This is the normalized field pattern, which is defined as

f (ϑ,ϕ)n
�= f (ϑ,ϕ)

f (ϑ,ϕ)max
[dimensionless] (2.1)

and where f (ϑ,ϕ)max is the maximum field pattern. The normalized field pattern
is a dimensionless function with maximum value of unity.

In defining the field patterns, so far we have only discussed about field intensity.
In practice, let us consider for example the electric field E . To completely specify
the radiation pattern with respect to field intensity and polarization requires six
patterns, which are:

1. The r component of the electric field, Er (r,ϑ,ϕ), measured in [V m−1]

2. The ϑ component of the electric field, Eϑ(r,ϑ,ϕ), measured in [V m−1]

3. The ϕ component of the electric field, Eϕ(r,ϑ,ϕ), measured in [V m−1]

4. The phases of these fields components, δr (r,ϑ,ϕ), δϑ(r,ϑ,ϕ) and δϕ(r,ϑ,ϕ),
measured in [deg] or [rad].

Those can be grouped in a vector field pattern

E(r,ϑ,ϕ) = ar Er (r,ϑ,ϕ)e jδr (r,ϑ,ϕ) +aϑEϑ(r,ϑ,ϕ)e jδϑ(r,ϑ,ϕ) +aϕEϕ(r,ϑ,ϕ)e jδϕ(r,ϑ,ϕ).
(2.2)

where ar , aϑ and aϕ are the unit vectors in direction r , ϑ and ϕ, respectively.
For many applications, having information about polarization and field inten-

sities in all directions is not necessary, and it is sufficient to have information about
the spatial distribution of radiated power. Instead of considering the intensities of
the field components, the antenna patterns can also be expressed in terms of radi-
ated power. Thus we talk about power patterns. Before doing that, we classify the
field regions, based on the characteristics of the dominating field components, and
we introduce the Poynting vector, which will be used in the definition of the power
patters.

2.2.3 Field Regions

It is common to subdivide the space surrounding an antenna into three regions,
based on the characteristics of the dominating field in each.
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a) reactive near-field region: space in the immediate surroundings of the antenna,
where the reactive field component dominates.

b) radiative near-field region (or Fresnel region): space comprised between the re-
active near-field and the far-field, where the radiative fields are already domi-
nant, but the field patterns still depend on the distance from the antenna.

c) far-field region (or Fraunhofer region): distances at which the functions describ-
ing the field patterns are independent of the distance from the antenna.

In [26] a thorough discussion of field regions is given. Despite the boundaries among
those regions are not abrupt and are not uniquely defined1, for the scope of our
work, it is important to note that at distances which are sufficiently large compared
to the dimensions of the antenna and to the wavelength, the shape of the field pat-
terns as well as of the normalized power pattern are independent of distance. The
region of space where this is true is known as far-field of the antenna, or Fraunhofer
region. In this thesis, as in most applications, we are interested in the patterns ob-
tained in this far-field condition.

2.2.4 Poynting vector

Let us consider the flow of power carried by an electromagnetic wave [25]. Let E
be the electric field (in V/m) and H the magnetic field (in A/m) of the wave. The
Poynting vector S is defined as

S = E×H [W m−2] (2.3)

The direction of S is the direction of propagation of the wave. The Poynting vector
represents the power per unit area carried by the wave. In fact, if we consider an
aperture of area A, with an outward surface unit vector ar , the total power that
flows through the aperture is

Prad =
∫

A
S ·ar dA [W] (2.4)

S is a function of time. It is of practical interest to calculate its time-average value.
Assuming sinusoidal fields and using Euler’s formula we can write the average power
density of the wave [25] which is

Sav = 1

2
Re
[
E×H∗] [W m−2] (2.5)

In the far-field of the antenna, the electromagnetic field generated by the antenna
can be locally approximated as a plane wave, propagating outwards in direction ar ,

1Commonly the Fresnel region is considered to start at a distance R1 = 0.62
√

D3λ and the Fraunhofer
region at a distance R2 = 2D2/λ, where λ is the wavelength and D is the maximum dimension of the
antenna [26]. D is also assumed to be large compared to the wavelength, D > λ. Note that those values
are not valid for all types of antennas, refer to [26] for a complete discussion.
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with ϑ and ϕ components Eϑ(r,ϑ,ϕ) and Eϕ(r,ϑ,ϕ) respectively. In this assump-
tion, the average power density becomes [25]

Sav(ϑ,ϕ) = ar
|Eϑ(r,ϑ,ϕ)|2 +|Eϕ(r,ϑ,ϕ)|2

Z0
[W m−2] (2.6)

where Z0 is the intrinsic impedance of free-space.

2.2.5 Normalized power pattern

Normalizing the magnitude of the average power density vector Sav = |Sav| with
respect to its maximum, gives the normalized power pattern

Pn(ϑ,ϕ) = S(ϑ,ϕ)

S(ϑ,ϕ)max
[dimensionless] (2.7)

The power pattern is a useful quantity to formally describe how the antenna
radiates power in space. As it is, this quantity depends on the distance from the
antenna. As for the field patterns, it is again desirable to give a definition that is
independent of distance. For this reason we can use, in the definition, the power
radiated per unit of solid angle instead of per unit area.

The power radiated per unit of solid angle can be derived from the flux of the
Poynting vector. Let us consider the direction ar, in Cartesian coordinates

ar = ax sinϑcosϕ+ay sinϑsinϕ+az cosϑ (2.8)

where ax , ay and az are the unit vectors of the x, y and z axes, respectively.
The radiated power per unit area in direction ar is derived by the expression of

the flux of the Poynting vector (2.4), as follows

dPrad

d A
(ar) = 1

2
Re
[
E×H∗ ·ar

]
(2.9)

and by considering
d A

dΩ
= r 2 sinϑdϑdϕ

sinϑdϑdϕ
= r 2 (2.10)

we obtain the radiated power per unit solid angle in direction (ϑ,ϕ)

dPrad

dΩ
(ϑ,ϕ) = 1

2
r 2Re

[
E×H∗ ·ar

]
. (2.11)

Since E and H have a 1/r dependence on distance, the radiated power per unit
solid angle is independent of distance.

Similarly to the procedure that led to Eq. (2.7), we can also obtain the normal-
ized power pattern by considering the power radiated per unit of solid angle U (ϑ,ϕ)
(in W ster−1) in direction (ϑ,ϕ), known as radiation intensity. This quantity, in the
far-field condition, is independent of the distance from the antenna. By normaliz-
ing to its maximum value we obtain a definition of the normalized power pattern
equivalent to Eq. (2.7):
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Pn(ϑ,ϕ) = U (ϑ,ϕ)

Umax
=

dPrad
dΩ (ϑ,ϕ)

maxΩ
dPrad

dΩ

[dimensionless] (2.12)

2.2.6 Lobes

The patterns usually consist of a main lobe of radiation, and minor lobes (or side-
lobes), as visible in Fig. 2.1. The shape, levels and direction of those lobes can vary
largely and depends on the type of antenna that is considered.

The described field or power patterns are commonly represented either in 3-
dimensional spherical coordinates (r,ϑ,ϕ) as in Fig. 2.1(a), or by plane cuts through
the main lobe axis, Fig. 2.1(b). To show the minor lobes in more details, the same
patterns are commonly represented in cartesian coordinates instead of spherical
coordinates, and with their value in decibel scale, through the simple transforma-
tion

Pn(ϑ,ϕ)dB = 10log10[Pn(ϑ,ϕ)] [dimensionless] . (2.13)

2.2.7 Directivity, efficiency and gain

It is often useful, for practical applications of antennas, to compare the perfor-
mance of the antenna under study to the one of a reference antenna. This reference
antenna is the so-called isotropic radiator, that is, an ideal antenna capable of radi-
ating the same amount of power density in all directions. It follows that the power
density from the isotropic radiatior is constant over a sphere centered at the an-
tenna. Although this type of antenna is impossible to realize, and of little practical
interest, it constitutes a useful reference to compare the radiation characteristics of
real antennas with each other. With respect to the isotropic radiator, we can define
directivity and gain of an antenna as follows.

The directivity D of an antenna is defined as the ratio between the power den-
sity radiated in direction (ϑ,ϕ) and the power density radiated by the isotropic ra-
diator, radiating the same amount of total power Prad.

D(ϑ,ϕ) =
dPrad

dΩ (ϑ,ϕ)
Prad
4π

[dimensionless]. (2.14)

Note that, by definition, the power radiated by the isotropic radiator is the same
in all directions, that is, the total radiated power Prad is uniformly spread over the
full solid angle 4π.

It is possible to use the directivity to compare antennas with each other. For
practical applications, however, it is difficult to measure the total radiated power,
Prad, while it is much easier to measure the input power to the antenna, Pin. In
fact, in a real antenna the radiated power is less than the input power, due to losses.
Those are accounted for by introducing the radiation efficiency η:
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Figure 2.1: Radiation lobes of an antenna radiation pattern. 3D-view (a), polar
plots (b) and rectangular plots (c).
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η= Prad

Pin
≤ 1 (2.15)

When we replace the reference radiated power of Eq. (2.14) with the input power,
using the expression (2.15), we obtain the definition of antenna gain G :

G(ϑ,ϕ) =
dPrad

dΩ (ϑ,ϕ)
Pin
4π

[dimensionless]. (2.16)

From Eqs. (2.14), (2.15), (2.16) follows the relation between directivity and gain:

G(ϑ,ϕ) = η ·D(ϑ,ϕ) (2.17)

Gain is commonly expressed on a logarithmic scale, and in this case it is indi-
cated in dBi (where the “i” indicates that we consider the isotropic radiator as a
reference, unity-gain antenna):

G(ϑ,ϕ)dBi = 10log10[G(ϑ,ϕ)] [dBi] (2.18)

2.2.8 Effective isotropic radiated power (E I RP)

For a point-to-point wireless communication system, it is generally very impor-
tant that the employed antennas have a high gain, in order to minimize the power
needed for transmission. In fact, it is undesired to transmit in directions where
there are no receivers. An antenna with high gain can be seen as capable of “con-
centrating” the power to the desired direction – and reducing the power density in
unwanted directions – in a more effective way when compared to an antenna hav-
ing a lower gain in the same direction. This concept is represented by the effective
isotropic radiated power and is clarified by an example.

The effective isotropic radiated power (E I RP ) is defined as

E I RP = Pin ·Gmax [W] (2.19)

where Gmax is the maximum gain, achieved in direction (ϑmax, ϕmax). The E I RP
represents the power that would be needed in transmission, when using an isotropic
radiator instead of the considered antenna, in order to have the same power radi-
ated by the considered antenna in the direction of maximum gain.

Example 2.1
Let us consider (Case 1) a transmitting antenna with a maximum gain G1 = 3 dBi
and an input power P1 = 5W (7 dBW). Assume the antenna is oriented in such a
way that the direction of maximum gain is aligned to the desired pointing direc-
tion. The E I RP will be E I RP1 = P1 ·G1 = 7dBW+3dBi = 10 dBW. Using this type
of antenna (with a Gmax = 3dBi) allows to reduce the required transmitted power to
5 W (7 dBW), instead of the 10 W (10 dBW) that would be needed using the isotropic
radiator (Gmax,iso = 0dBi = 1).
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Let us suppose now (Case 2) to replace the antenna with an even more directive
one, having a maximum gain G2 = 10dBi. In order to have the same E I RP it is now
sufficient to feed an input power of only 1 W (0 dBW). In fact, in both cases the
effective radiated power in the desired direction is E I RP1 = E I RP2 = 10dBW.

Table 2.1: Comparison of antennas with different gain and same E I RP

Isotropic Antenna 1 Antenna 2

Gi so = 0 dBi G1 = 3 dBi G2 = 10 dBi
Pi so = 10 dBW (10 W) P1 = 7 dBW (5 W) P2 = 0 dBW (1 W)
E I RPi so = 10 dBW E I RP1 = 10 dBW E I RP2 = 10 dBW

The two antennas in this example have the same effective radiated power in the
direction of interest (that is, where the gain is maximum) but in Case 2 this was
achieved by using only one fifth of the power that had to be used in Case 1, and one
tenth of the power that would have been needed using an isotropic radiator, simply
thanks to the higher antenna gain.

2.2.9 Radiation resistance

Let us consider a circuit representation of a wireless communication system, as in
Fig. 2.2. Fig. 2.2(a) represents the transmission system as composed by a trans-
mitter, a transmission line and a transmitting antenna. The antenna can be repre-
sented as a load, generally complex, connected to the output of the transmission
line. The impedance of this load can be separated in a resistive and a reactive com-
ponent, respectively indicated as RA and XA, as

ZA = Rrad +Rloss︸ ︷︷ ︸
RA

+ j XA. (2.20)

We can define radiation resistance as the resistance that would dissipate the
same amount of power which is radiated by the antenna, when the current in the
resistance is the same current at the input terminals of the antenna. Note that a part
of the input power to the antenna is not radiated but dissipated as ohmic losses on
the antenna structure. For this reason, the real part of the antenna input impedance
has been written as the sum of two terms, the radiation resistance Rrad, and the
term Rloss, also known as nonradiative or loss resistance, accounting for the ohmic
losses.

2.2.10 Effective area

Let us now consider Fig. 2.2(b). This represents a receiving antenna connected to a
receiver. The receiving antenna is situated in the field radiated by the transmitting
antenna on the left of the figure. We assume the distance is such that the receiving
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Figure 2.2: Equivalent circuit of a wireless communication link

antenna is in the far-field region of the transmitting antenna. The power density
per unit area is considered to be constant over the area of the receiving antenna,
and is indicated by the Poynting vector Si, as described in Section 2.2.4. Here, the
subscript “i” is used to indicate the incident Poynting vector on the receiving an-
tenna. This antenna collects a part of the power of the passing electromagnetic
wave and delivers it to the input of the receiver. As such, it converts the wave into
a current in the load and can be represented as the Thévenin equivalent circuit as
in the lower part of Fig. 2.2(b). The voltage Vr is induced by the passing wave and
produces a current IRX through the equivalent input impedance of the receiver ZRX

equal to

IRX = Vr

ZRX +ZAr
[A] (2.21)

where Vr and IRX are effective (rms) values.
In general the terminating impedance ZRX is complex, as well as the antenna

impedance ZAr as shown in the Eq. (2.20). Thus we can write

ZRX = RRX + j XRX (2.22)

ZAr = RAr + j XAr = Rrad +Rloss + j XAr. (2.23)

If we assume the power delivered by the antenna to the receiver is P , we can write
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P = IRX
2RRX (2.24)

from which follows that the current magnitude is

IRX = Vr√
(Rrad +Rloss +RRX)2 + (XAr +XRX)2

(2.25)

and inserting this expression into Eq. (2.24)

P = V 2
r RRX

(Rrad +Rloss +RRX)2 + (XAr +XRX)2 (2.26)

Based on our assumption, the surface power density Si is constant over the area A
of the receiving antenna, and Eq. (2.20) reduces to the simple product

Prad =
∫

A
Si ·ar dA = A ·Si = P [W] (2.27)

and substituting in Eq. (2.26) yields

A = V 2
r RRX

Si
[
(Rrad +Rloss +RRX)2 + (XAr +XRX)2

] (2.28)

If we assume that the antenna impedance is matched to the input impedance of
the receiver (maximum power transfer), we can write

XRX =−XAr (2.29)

RRX = RAr = Rrad +Rloss (2.30)

and Eq. (2.28) becomes the effective area

Ae =
V 2

r

4Si(Rrad +Rloss)
(2.31)

The term V 2
r /4(Rrad +Rloss) represents the power Pr made available by the antenna

to the receiver2, that is, the power delivered to the receiver when it is impedance
matched to the antenna. For this reason, we can also define the effective area of an
antenna as the ratio between the power made available at its output terminals (Pr),
and the surface power density (Si) incoming on the antenna:

Ae = Pr

Si

[
m2] (2.33)

2In the electrical network in Fig. 2.2(b), in maximum power transfer conditions as in Eq. (2.30), the
power delivered to the load is:

PRX = RRXIRX
2 = RRX

(
Vr

RAr +RRX

)2
= RAr

(
Vr

2RAr

)2
= V 2

r

4RAr
= V 2

r

4(Rrad +Rloss)
(2.32)
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In these terms, the effective area does not represent a physical area, but instead the
effectiveness of the antenna to collect power from the incoming wave and make
this power available to the receiver. From Eq. (2.31), the maximum effective area
will be obtained when the loss resistance of the antenna Rloss is zero.

The effective area is useful to calculate the power made available at the input
terminals of the receiver, when knowing the surface power density of the incom-
ing wave. In fact, from Eq. (2.33) we can immediately calculate the power made
available at the input terminals of the receiver:

Pr = Ae ·Si [W] (2.34)

As for the effective area, we remember from the previous subsection that the
antenna gain was also providing a relation between the power at the antenna ter-
minals and the power radiated by the antenna, for the case of a transmitting an-
tenna. Due to the reciprocity principle, it is possible to establish a univocal relation
between the antenna gain and the effective area of an antenna [3] as follows:

G = 4π · Ae

λ2
0

⇔ Ae =G · λ
2
0

4π
(2.35)

2.3 Radiowave propagation: Friis transmission formula

In many practical applications, antennas are used in a wireless communication sys-
tem to transmit information from a transmitter to a receiver. In this application
scenario, for the design of the wireless link, it is important to determine a relation-
ship between the power delivered to the transmitting antenna, Pin, and the power
ultimately delivered to the receiver, Pr.

We assume the separation r between the antennas is large enough to consider
a far-field regime, as described in Section 2.2. The transmitting and the receiving
antennas have effective areas Aet and Aer, and radiation efficiencies η1 and η2, re-
spectively. We also assume that the antennas are impedance matched respectively
to the transmitter and to the receiver, meaning that no power is reflected back nei-
ther from the input of the transmitting antenna nor from the input of the receiver.
Let us consider the antennas as oriented in such a way that the directions of their
maximum gain point at each other, as motivated in the Example 2.1.

If the transmitting antenna were isotropic and lossless, we would have that the
surface power density at the receiving antenna would be:

Siso = Pt

4πr 2 [W/m2] (2.36)

that is, uniformly distributed over a sphere of radius r . In the real case, the power
density at the receiver is obtained using the definition of antenna gain as

Sr =GtSiso = PtGt

4πr 2 [W/m2] (2.37)

From the definition of effective area (2.33), the received power can be calculated as
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Pr = Sr Aer = PtGt Aer

4πr 2 [W] (2.38)

and, using the relation between gain and effective area (2.35), can be rewritten as

Pr = PtGtGr

(
λ

4πr

)2
[W] (2.39)

This equation is known as Friis transmission formula after Harald T. Friis who
first published it in 1946 [27]. The ratio Pr/Pin is known as power transfer ratio and
it is useful in link budget calculations.

In a more general case, it is possible to take into account the effects of misalign-
ment of the antenna pointing and polarization, impedance mismatch, and absorp-
tion of the medium by including additional factors. Equation (2.39) becomes

Pr

Pin
=Gt(ϑt,ϕt)Gr(ϑr,ϕr)

(
λ

4πr

)2
(1−|Γt|2)(1−|Γr|2)|at ·a∗

r |2eαr (2.40)

where the introduction of the argument in the gain terms Gt(ϑt,ϕt), Gr(ϑr,ϕr) al-
lows to account for misalignment of the antenna pointing, Γt and Γr represent the
reflection coefficients at the transmitter and receiver interfaces resulting for impe-
dance mismatch, |at · a∗

r |2 is an attenuation term representing the effect of mis-
alignment between the vectors at and ar, respectively indicating the polarization
of the transmitting and receiving antenna, and α is the absorption coefficient of the
medium.

2.4 Antenna arrays

From the discussion in the previous section, it is apparent that in point-to-point
communications it is desirable that the employed antennas have a high gain. A way
to increase the gain of an antenna is to arrange multiple basic antenna elements
into an array. An antenna array is a set of elementary antenna elements with a
specific spatial arrangement and orientation3, fed by a network called beamformer.
This network is used to provide excitations to the single elements which can be
decomposed as an amplitude term |Ci | and a phase term αi . Those excitations,
in conjunction with the arrangement of the elements, will determine the radiation
characteristic of the array according to a specific mathematical relation that we are
going to analyze in the following of this section.

Let us consider the general array depicted in Fig. 2.3. This array consist of N an-
tennas, with the same orientation with respect to the cartesian coordinates x, y, z.
The versors of the x, y, z axes are respectively indicated as ax ,ay ,az . The i -th an-
tenna is excited with a complex excitations Ci = |Ci |e jαi . The position of the i -th
antenna is indicated by the vector ri = (ri ,ϑi ,ϕi ) with respect to the origin of the

3Here and in the following of this chapter, same orientation indicates that the radiation patterns of
the individual elements of the array are all the same with respect to the reference system x, y, z.
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coordinate system in use. A reference antenna located at the origin Ox,y,z and ex-
cited by the excitation C0e− jα0 = 1e− j 0 would produce, in the point p, indicated by
the vector r = (r,ϑ,ϕ), a radiated field

E0(r) = E0(r,ϑ,ϕ) = f(ϑ,ϕ)
e− j k0r

4πr
(2.41)

where f(ϑ,ϕ) is the vector electric field, as in Eq. (2.2), radiated by the elementary
antenna of the array, k0 = 2π/λ0 is the propagation constant, λ0 is the wavelength in
the medium (in this case, free-space), r = |r| is the distance from the origin, while ϑ

and ϕ respectively indicate elevation and azimuth angles in the spherical reference
coordinate system (Appendix A).

x

y

z

r

a
r

ri

r
1

r
2 r

3

r
N

N

1
2

3

i

�

�

a r
�r i

R r -i = ri

p

Figure 2.3: Schematic representation of an antenna array composed by N identical
elements

Our scope is to calculate the total field generated by the array in the point indi-
cated by r. For the superposition principle, which applies thanks to the linearity of
Maxwell’s equations, the total field can be obtained by the sum of the single electric
fields contributions Ei by the single antenna elements. When Ri = r−ri represents
the position of the observation point with respect to the i -th antenna element, the
i -th electric field contribution by the i -th antenna element will be

Ei (r) = |Ci |e jαi fi (ϑ,ϕ)
e− j k0|r−ri |

4π|r− ri |
(2.42)

and the total radiated field will be
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E(r) =
N∑

i=1
Ei (r) =

N∑
i=1

|Ci |e jαi fi (ϑ,ϕ)
e− j k0|r−ri |

4π|r− ri |
(2.43)

where |r− ri | is the distance between the i -th element and the observation point.
This expression can be simplified in a useful way under certain assumptions.

x

y

z

r

R = | |i r - ri

a
r

ri

r
1

r
2 r

3

r
N

N

1
2

3

i

�

�

a r
�r i

Figure 2.4: Schematic representation of an antenna array composed by N identical
elements

Firstly, if we consider the antenna elements to be identical and with equal ori-
entation, they will all have the same field pattern, thus we can replace fi (ϑ,ϕ) with
f(ϑ,ϕ) in Eq. (2.43). Secondly, let us consider the position r to be in the far-field re-
gion of radiation, as described in Section 2.2.3. If we also assume that the distances
of the elements from the origin are such that |r|� ri ,∀i , we can consider the “rays”
Ri connecting the single antennas to the point indicated by r to be essentially par-
allel, as in Fig. 2.4. With this assumption, the distance from the i -th element to the
far-field point r can be approximated as

|r− ri | ≈ r −ar · ri (2.44)

This allows two useful approximations in the expressions (2.42) and (2.43):

• Amplitude approximation: in the amplitude term 1/|r− ri |, we can replace
|r− ri | ≈ r ;
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• Phase approximation4: in the phase term, we can replace − j k0|r− ri | with
− j k0(r −ar · ri ).

The total radiation field of the array (2.43) can be rewritten

E(r) =
N∑

i=1
|Ci |e jαi f(ϑ,ϕ)

e− j k0r+ j k0ar·ri

4πr

= f(ϑ,ϕ)
e− j k0r

4πr

N∑
i=1

|Ci |e jαi+ j k0ar·ri (2.45)

By definition, radiation pattern, directivity and gain are proportional to the power
radiated per unit of solid angle dPrad/dΩwhich, in turn, is proportional to 16π2r 2|E|2
[4]. Thus for an array we can write that the directivity is

D(ϑ,φ) ∝ 16π2r 2|E|2

= |f(ϑ,ϕ)|2
∣∣∣∣∣

N∑
i=1

|Ci | e jαi+ j k0ar·ri

∣∣∣∣∣
2

= |f(ϑ,ϕ)|2|F (ϑ,ϕ)|2 (2.46)

Notably, the directivity is proportional to the product of the field pattern f(ϑ,ϕ)
of the reference antenna, and the array factor which we defined as

F (ϑ,ϕ) =
N∑

i=1
Ci e j k0ar·ri (2.47)

where Ci = |Ci |e jαi is the complex excitation of the i -th element. This is an impor-
tant result known as principle of pattern multiplication. This principle is important
because it represents the fact that it is possible to modify the radiation characteris-
tics of an array of equal antenna elements, simply by changing the space distribution
of the antennas or their electrical excitation, without modifying their individual ra-
diation characteristics. In fact, |Ci | and αi represent the amplitude and the phase
excitations of the i -th element of the N -elements array, respectively. ar is the unit
vector pointing towards the position of the observer and ri is the position of the
i -th antenna element with respect to the origin of the reference coordinate system,
as in Fig. 2.4. The array factor thus describes the effect of the spatial arrangement
(given by the geometrical layout of the array, ar · ri ) and the effect of the complex
excitation (|Ci |, αi ) of each individual antenna element forming the array.

In many practical cases, the array factor F is the one that ultimately determines
the radiation characteristics of the array. In fact, many arrays employ basic antenna

4The “stronger” |r− ri | ≈ r approximation cannot be used for the phase term, since the phase differ-
ences due to different path lengths from the various antennas could still be substantial, if (as commonly
happens) λ0 is comparable with ar · ri . In fact, those phase differences are the ones which determine
the interference effects that – in turn – enable the formation of a directive beam of radiation, which is
the ultimate goal of the antenna array itself.
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elements which generally have low directivity, e.g. dipoles, horns, or patches. Thus,
since the radiation pattern is the product of the radiation pattern of the element
(quasi-omnidirectional) and the array factor (highly directive), the shape of the ra-
diation pattern of the complete array is dictated mainly by the shape of the array
factor (highly directive). For this reason, in the following our attention will be fo-
cused on the array factor, irrespective of the specific pattern of the basic antenna
element.

As an important consequence, phased array antenna technology allows fast
and accurate beam pattern shaping and reconfigurability, by means of reconfig-
uring the array factor F . By itself, this conclusion motivates the diffusion of phased
arrays in many fields of applications. The reconfigurability of the array factor is
achieved through the use of a so-called beamforming network, or beamformer. A
beamformer can be generally defined as a network capable of generating the de-
sired amplitude and phase excitations at each specific antenna element of the ar-
ray. Since the complex excitations are defined by the input-output responses of the
beamforming network, the ability to reconfigure those responses allows, in turn, to
accordingly modify the radiation pattern as desired. The relation between the radi-
ation pattern and the excitation of the single antenna elements is described by the
array factor Eq. (2.47).

In the following we will see how the general expression of the array factor (2.47)
can be specified for two noteworthy cases of antenna elements arrangements, na-
mely, linear arrays and planar arrays.

2.4.1 Linear arrays

Let us consider N +1 elements along the x axis, equally spaced at a distance d from
each other, as in Fig. 2.5. The elements are numbered as n = 0,1, ..., N . The n-th
element is excited by a complex coefficient |Cn |e jαn . The position vector of the
n-th antenna becomes

rn = ndax . (2.48)

so that, in turn, the scalar product in the exponential of Eq. (2.47) becomes

ar · rn = nd cosψ= nd sinϑcosϕ (2.49)

where ψ indicates the angle formed between the x axis and the direction of the
observer, r. The array factor of a linear array can be written as

F (ψ) = F (ϑ,ϕ) =
N∑

n=0
Cne jαn+ j nk0d cosψ =

N∑
n=0

Cne jαn+ j nk0d sinϑcosϕ (2.50)

As expected from the symmetry of the array geometry, the function F (ψ) shows
cylindrical symmetry with respect to the array axis x. In fact, its dependance on
the position of the observer depends only on the angle ψ formed between the x-
axis and the vector r indicating the position of the observer. This angle is known as
scanning angle.
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Figure 2.5: Schematic representation of a linear antenna array composed by N +1
identical, equally spaced elements with the same orientation

In the introduction to this section, it was stated that a possible reason of us-
ing an array is to increase the directivity of an antenna system. Now, based on the
analysis given so far, we can also show that it is possible to control the shape of the
directivity function, and in particular the angular position at which the maximum
directivity occurs, by simply controlling the phases of the excitation of the antennas
of the array.

Let each antenna be fed with the same constant amplitude |Cn | = C ,∀n. Sup-
pose that it is desired to have the maximum of radiation in the arbitrary direction
ψ0, corresponding to the angle (ϑm,ϕm) (where the subscript ‘m’ stays for maxi-
mum). To make sure the radiated field reaches its maximum in this specific di-
rection, we simply impose that the array factor (2.50) reaches its maximum for the
same scanning angle. The array factor (2.50) will be maximum when

F (ψ0) =
N∑

n=0
C = max

ψ
F (ψ) (2.51)

This condition is obtained when the phase of excitation of the n-th antenna is im-
posed to be

αn =−nk0d cosψ0 (2.52)

and the array factor (2.50) becomes
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F (ψ) =
N∑

n=0
Ce j nk0d(cosψ−cosψ0) (2.53)

We can observe two main cases:

• Broadside array: the maximum of radiation is achieved for ψ0 = π/2 (direc-
tion orthogonal to the array axis). The excitation phases are αn = 0,∀n.

• End-fire array: the maximum of radiation is achieved for ψ0 = 0 (direction
of the array axis). The excitation phases are αn = −nk0d , equal to the phase
shift experienced by a plane wave propagating in direction −ax .

In our assumption of uniform excitation C = 1, the array factor reduces to a
geometrical series5:

F (ψ) =
N∑

n=0
e j nk0d(cosψ−cosψ0)

= 1−e j (N+1)k0d(cosψ−cosψ0)

1−e j nk0d(cosψ−cosψ0)

= e j N
2 k0d(cosψ−cosψ0) sin

[N+1
2 k0d(cosψ−cosψ0)

]
sin
[

k0d
2 (cosψ−cosψ0)

] (2.54)

By applying the substitution

u = k0d cosψ (2.55)

u0 = k0d cosψ0 (2.56)

the magnitude of the array factor (2.54) becomes

|F (u)| =
sin

[
N +1

2
(u +u0)

]
sin
[u +u0

2

] (2.57)

This is the periodic function which has been plotted in Fig. 2.6. It shows a maxi-
mum at u =−u0, and the corresponding lobe is called main lobe. The height of the
main lobe is F (−u0) = N +1, that is, the sum in phase of the fields radiated by the
single elements. The main lobe repeats periodically at u =−u0+2mπ, m ∈Z, inter-
leaved with N −1 secondary lobes occurring at u =−u0 + 2m+1

N+1 π, m ∈Z. The highest
secondary lobe occurs at a distance Δu =± 3π

N+1 from the main lobe, and its height
is approximately 2/(3π) times that of the main lobe (that is, -13.5 dB).

It is important to note that only a subset of this function maps to a physically
valid array factor. In fact, from Eq. (2.55) follows that u corresponds to a physically
valid scanning angle ψ only in the range

5for a geometrical series
∑N

n=0 wn = 1−w N+1

1−w
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Figure 2.6: Array factor as a function of u. N = 15 (16 elements), −u0 =−2.0194
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Figure 2.7: Array factor as a function of ψ. N = 15 (16 elements), ψ0 = 50 deg
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−k0d ≤ u ≤ k0d (2.58)

being cosψ limited between -1 and 1 when ψ ∈ R. This range of values for u is
called visible region, because it corresponds to the range where the scanning angle
ψ is a real number between 0 and 180◦. The visible region is centered around u = 0
(corresponding to ψ=π/2, that is, the broadside direction) and spans between

−2πd/λ0 ≤ u ≤ 2πd/λ0 (2.59)

The array factor corresponding to the visible region shown in Fig. 2.6, is dis-
played in Fig. 2.7. It can be seen that the visible region maps to the range ψ ∈
[0,180◦], with a single main lobe in ψ0 = 50◦ (corresponding to u =−u0 =−2.0194)
and N −1 = 14 minor lobes (sidelobes).
From Eq. (2.59) it is immediately clear that the choice of d (spacing between adja-
cent antenna elements) with respect to λ0 (operating wavelength) will determine
the dimension of the visible region and, in turn, the portion of function |F (u)|
Fig. 2.6 which is going to map to the “physical” array factor, and ultimately deter-
mine the shape of the array factor of the array.

2.4.2 Grating lobes

In most applications, it is desirable to have a single main lobe of radiation from an
antenna array. From the previous analysis, we saw that this happens when only
the main lobe, positioned at u =−u0, corresponding to the desired scanning angle
ψ=ψ0, falls in the visible region of the array. Following up the analysis, we can now
derive a very important condition on the choice of d/λ0 to achieve this result and
avoid the presence of grating lobes. We call grating lobes the main lobes, different
from the one in u = −u0, that fall in the visible region. This happens when the
ratio d/λ0 is not sufficiently small, such that F (ψ) reaches its maximum also for
additional ψ angles between 0 and 180◦ in addition to the scanning angle ψ0.

The array factor reaches its maximum

max
ψ

F (ψ) = max
ψ

N∑
n=0

Cne j nk0d(cosψ−cosψ0) =
N∑

n=0
C (2.60)

when

k0d(cosψ−cosψ0) = 2mπ, m ∈Z (2.61)

Let us now calculate the anglesψ for which this condition is satisfied. From Eq. (2.61)
follows

cosψ= cosψ0 ±m
λ0

d
, m ∈Z (2.62)

The solutions are:

• for m = 0, the maximum is in direction ψ=ψ0
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• for m = ±1, Eq. (2.62) may or may not have a real solution. If it has a real
solution, then there is a grating lobe entering the visible region in

ψ= arccos

[
cosψ0 ± λ0

d

]
(2.63)

It follows that the condition to avoid grating lobes is that Eq. (2.62) must not have
any real solution for m = 1. This is true when, for m = 1 the second term of the
equality is larger than one, that is∣∣∣∣cosψ0 ± λ0

d

∣∣∣∣> 1 (2.64)

From this discussion, we can obtain the condition for the ratio d/λ0 for the absence
of grating lobes ⎧⎪⎪⎨

⎪⎪⎩
λ0

d
> 1−cosψ0, for cosψ0 < 0

λ0

d
> 1+cosψ0, for cosψ0 > 0

(2.65)

(2.66)

which gives

d

λ0
< 1

1+|cosψ0|
(2.67)

This is the condition of absence of grating lobes. For a broadside array ψ0 =π/2,
thus it is sufficient that the inter-element spacing d <λ0. Nonetheless, this is a limit
case where the grating lobe is about to appear. In fact, as soon as ψ0 reduces, the
main lobe in u0 moves away from u = 0 and a grating lobe enters the visible region.
See Example 2.2. To avoid this, d must be reduced. For the more general case of a
non-broadside, arbitrary pointing direction ψ0, the condition of absence of grating
lobes given by Eq. (2.67) reduces to

d < λ0

2
(2.68)

The derivation performed so far demonstrates that, for a linear array of equally-
spaced elements, it is sufficient to keep the element spacing below half a wavelength
to avoid the appearance of grating lobes, for any desired scanning angle.

Example 2.2
Let us consider a 16-elements linear array (N =15) operating at frequency f0 =1 GHz
(wavelength λ0 ≈ 30 cm). The elements are placed on the x axis as in Fig. 2.5. Let
the distance between adjacent elements be d=15 cm. In this condition, according
to Eq. 2.59, the visible region is

−2πd/λ0 ≤ u ≤ 2πd/λ0 (2.69)

or, using Eq. (2.68)
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−π≤ u ≤π (2.70)

which is the case represented in Fig. 2.6.
Let us now design the excitation in order to have the maximum of the array

factor in direction ψ0 = 50 deg. Let us assume uniform amplitude excitations Cn =
C = 1. The required excitation phases will be according to Eq. (2.52)

αn =−nk0d cosψ0

=−n
2π

30
·15 ·cos(50), n = 0, ...,15

=−nπ ·0.643, n = 0, ...,15 (2.71)

The array factor can be calculated with Eq. (2.57), where N =15 and u0 is

u0 = k0d cosψ0

= 2π

λ0
·d cosψ0

=π ·cos(50) = 2.0194 (2.72)

The magnitude of the array factor |F (u)| is also plotted in Fig. 2.6, where the maxi-
mum is at −u0 =−2.0194 as just calculated. In this example, for any scanning angle,
there will never be grating lobes since the condition (2.68) is satisfied.

Let us now imagine to further separate the elements of the linear array to an
inter-element distance of d2 = 30 cm, while keeping the same operating frequency.
This distance equals the wavelength (d2 = λ0), thus the condition for absence of
grating lobes (2.68) is no longer satisfied. In fact, by considering the same excitation
calculated before from Eq. (2.71), the visible region will now be

−2πd/λ0 ≤ u ≤ 2πd/λ0 (2.73)

and using Eq. (2.68)

−2π≤ u ≤ 2π (2.74)

which is represented in Fig. 2.8.
From the figure, it can be seen that there are two values of u for which the mag-

nitude of the array factor |F (u)| is maximum. In fact, for λ0/d = 1, Eq. (2.62) has
real solutions both for m = 0 and for m =−1. According to Eq. (2.63), they are

ψ0 = arccos
[
cosψ0

] = 50 deg (2.75)

ψ1 = arccos

[
cosψ0 − λ0

d

]
= arccos

[
cos(50 deg)−1

]≈ 110.93 deg (2.76)

This result is represented in Fig. 2.9.
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Figure 2.8: Array factor as a function of u in presence of a grating lobe. N = 15 (16
elements), d = λ0. The main lobe is at −u0,main ≈ −4.039 and the first
grating lobe appears at −u0,grating ≈ 2.244.
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Figure 2.9: Array factor as a function of ψ in presence of a grating lobe. N = 15 (16
elements), d = λ0. The main lobe is at ψ0 = 50 deg and the first grating
lobe appears at ψ1 ≈ 110.93 deg. For comparison, the red dotted line
shows the array factor obtained with d =λ0/2 as in Fig. 2.7.

2.4.3 Planar arrays

After the analysis of linear arrays, we consider another common architecture: the
planar array. In this case, the elements are arranged on a 2-dimensional grid on a
planar surface. We again consider a cartesian coordinate reference system, where
the versors of the x, y, z axes are respectively indicated as ax ,ay ,az . For simplic-
ity, let us consider the common case of an (N + 1)× (M + 1) rectangular array as
in Fig. 2.10. Let us assume the elements are placed in the x y plane, with an inter-
element spacing of dx along the x direction and dy along the y direction. We use
two indexes, m and n, to specify the position of the single elements of the array. In
particular, the vector specifying the position of the (m,n)-th element is

rmn = ax mdx +ay ndy (2.77)

with n = 0, ..., N , m = 0, ..., M . Accordingly, the complex excitation coefficient of the
(m,n)-th element is

Cmn = |Cmn |e jαmn (2.78)

The general expression of the array factor (2.47) can be written as two nested sum
operators:

F (ϑ,ϕ) =
M∑

m=0

N∑
n=0

Cmn e j k0ar·rmn (2.79)
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Figure 2.10: Schematic representation of a planar antenna array composed by (N+
1) × (M +1) identical elements with the same orientation

Example 2.3
At this point it is very interesting to notice the relation between the excitation pat-
tern Cmn of the antenna array and the far field pattern indicated by F . Analyzing
the expression given by Eq. (2.79) it can be noticed that the far field from an array is
the 2-dimensional discrete time Fourier transform (DTFT) of the field distribution
of the array. In fact, according to the definition of DTFT [28]

F (u, v) =
∞∑

m=−∞

∞∑
n=−∞

f [m,n]e− j 2π(um+vn) (2.80)

Eq. (2.80) is equivalent to Eq. (2.79) provided that we replace

f [m,n] =Cmn (2.81)

u =− k0

2π
dx cos(ψ) =− k0

2π
dx sin(ϑ)cos(ϕ) (2.82)

v =− k0

2π
dy cos(γ) =− k0

2π
dy sin(ϑ)sin(ϕ) (2.83)

where ψ is the angle formed between ar and ax and γ is the angle formed between
ar and ay (see Appendix A). This result is very important because it leads to the
observation that Fourier optics is a valid model to explain the far-field radiation
from arrays.

Let us consider a planar aperture Sa on a perfect conductor. Let us consider a
cartesian coordinate system as in Fig. 2.11. When we desire to determine the far-
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Figure 2.11: An aperture Sa on the z = 0 plane, with a tangential field Ea

field radiation from a planar aperture, the Fourier transform method [4] is widely
used. This method is also the basis of Fourier optics. In that situation, the far-field
in cartesian coordinates can be expressed as [4]

E(x, y, z) = 1

4π2

+∞�
+∞

f(kx ,ky )e j k·r dkx dky (2.84)

where k · r = kx x +ky y +kz z. This equation is very important and constitutes the
basic equation of Fourier optics, indicating that an arbitrary electric field E(x, y, z)
can be represented, for z > 0, as a spectrum of plane waves, since f(kx ,ky )e j k·r is a
plane wave with vector amplitude f which propagates in direction k · r.

When z = 0, the field solution of Eq. (2.84) must represent the known field on
the radiating aperture Ea . In particular, the x and y components of the field are
equal to the assumed known aperture tangential fields:

Etan(x, y,0) = Ea(x, y) = 1

4π2

+∞�
+∞

ft(kx ,ky )e− j kx x− j ky y dkx dky (2.85)

which, inverted, gives

ft(kx ,ky ) =
�
Sa

Ea(x, y)e j kx x+ j ky y dx dy (2.86)

This equation indicates that the radiated field f is the 2-dimensional Fourier trans-
form of the field on the aperture, where the spatial frequency domain (kx , ky ) is
seen as the dual description of the spatial (x,y) domain.

This result assimilates the previous finding to the Fourier optics [29]. The fun-
damental of Fourier optics consists in the study of classical optics using Fourier
transforms.
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The planar array problem can be seen as the same problem as the example of
the planar aperture discussed here, where the function describing the excitation
fields on the aperture Ea , instead of being a continuous field distribution on the
spatial coordinates x and y as in Fig. 2.11, is instead a discrete field distribution
which is non-zero only in correspondence of the elements of the array. For this rea-
son, it is also possible to define a discrete Fourier transform as in Eq. (2.79) instead
of a continuous Fourier transform used in Fourier optics.

Similarly, the planar array problem can be also seen as an application of the
Huygens-Fresnel principle. In fact, while in Fourier optics the wave is regarded as a
superposition of plane waves which are not related to any identifiable sources but
as the natural modes of the propagation medium itself, according to the Huygens-
Fresnel principle the wave is regarded as a superposition of expanding spherical
waves which radiate outward from actual sources via a Green’s function relation-
ship. For the array problem, the physical sources are the antenna elements forming
the array.

Finally, the problem can also be seen as an application of the Fraunhofer diffrac-
tion theory. In optics, the Fraunhofer diffraction equation is used to model the
diffraction of waves when the diffraction pattern is viewed at a long distance from
the diffracting object. The equation is

U (x, y, z) ∝
�

Aperture
A(x ′, y ′)e−i 2π

λ
(l x ′+my ′)d x ′ d y ′

∝
�

Aperture
A(x ′, y ′)e−i k(l x ′+my ′)d x ′ d y ′ (2.87)

which in fact appears in to be in the same form as Eq. (2.86).

The versor indicating the position of the observer can be written in cartesian
coordinates as (Fig. 2.11)

ar = ax sinϑcosϕ+ay sinϑsinϕ+az cosϑ (2.88)

For a rectangular planar array, the array factor (2.47) becomes

F (ϑ,ϕ) =
M∑

m=0

N∑
n=0

|Cmn |e jαmn+ j k0(mdx sinϑcosϕ+ndy sinϑsinϕ) (2.89)

Similarly to the case of a linear array, this equation allows to determine the phases
of the excitations of the single elements that are required to generate a beam pat-
tern with a maximum in direction (ϑ0,ϕ0). Those have to be chosen such that
Eq. (2.89) is maximum, that is

αmn =−k0(mdx sinϑ0 cosϕ0 +ndy sinϑ0 sinϕ0) (2.90)

This means that when the elements of the array can be excited independently
of one another, it is possible to direct the beam position in any desired direction
(ϑ0,ϕ0). This also means it is possible to scan the beam on two planes (the xz and
the y z plane).
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Separable illumination

In many cases, though, scanning in a single plane is sufficient, and a 2-dimensional
array can be seen, in a recursive way, as a linear array whose elements are, in turn,
linear arrays. The latter are called subarrays. Let us consider an example.

Example 2.4
Let us suppose it is desired to scan only in the xz plane. The planar array can then
be considered as a linear array in direction x, whose elements are M +1 linear sub-
arrays placed along the y direction. In other words, we have to group the elements
along the y direction, as in Fig. 2.12. Doing that, we can reduce the feeding problem
of a planar array into two feeding problems of linear arrays. In practice, the feeding
problem will be divided into two parts. First, how to feed the elements of a single
subarray; then, will be decided how to feed the subarrays.

x

y

z
r

a
r

M+1

1

2

0

1 2 N+1...

..
.

dy

dx

Figure 2.12: Schematic representation of a linear antenna array composed of N +
1×M +1 identical elements with the same orientation. The elements
can be grouped in M + 1 linear subarrays in the y direction. Those
subarrays, in turn, can be seen as a N + 1 linear array in x direction.
This allows to separate the feeding problem of a 2-dimensional array
into the feeding problem of two linear arrays. When this is possible we
talk about separable illumination.

To make sure the beam direction is in the desired plane, we need to feed each
subarray in such a way that it has its maximum of radiation orthogonal to its axis
(which is parallel to y). That is to say, each subarray shall operate as a broadside lin-
ear array (see Subsection 2.4.1). To do so, we feed the n-th element of each subarray
with the same identical excitations with zero phase

An = |An |e j 0 = |An |, with n = 0, ..., N , ∀m. (2.91)

This can be immediately motivated by substituting ψ0 = π/2 in Eq. (2.52). Then,
since each of the N +1 elements of a single subarray has the same phase, that sub-
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array will have a maximum of radiation in a direction orthogonal to its axis, that is,
it will be radiating broadside as desired.

We pass to the second part of the feed problem. Now that we know that each
subarray will radiate broadside (on the plane φ = 0), we need to give a phase rela-
tion among the subarrays that creates a beam in the specific direction (ϑ0,0). For
this scope, we feed the single subarrays with the following complex coefficients

Bm = |Bm |e jαm , αm =−mk0dx cosϑ0, with m = 0, ..., M (2.92)

as we would do for any linear array, according to Eq. (2.52), where we have sub-
stituted ψ0 with π/2−ϑ0 (see Fig. 2.10). In this way we make sure that the linear
M +1-elements array in direction x will have a main lobe pointing at ϑ0. Now, we
can join the two solutions and determine the coefficients Cmn . They can be ob-
tained by cascading (multiplying) the two solutions An and Bm and will be

Cmn = AnBm = |An |e j 0|Bm |e− j mk0dx sinϑ0 (2.93)

with m = 0, ..., M and n = 0, ..., N .

In general, for a planar array, we talk about separable illumination in all the
cases in which it is possible to write the excitations as the product

Cmn = AnBm = |An |e jαn |Bm |e jβn (2.94)

from which follows that the array factor can be written as

F (ϑ,ϕ) =
M∑

m=0
|Am |e jαm+ j k0(mdx sinϑcosϕ) ·

N∑
n=0

|Bn |e jαn+ j k0(ndy sinϑsinϕ) (2.95)

= Fx (ϑ,ϕ) ·Fy (ϑ,ϕ) (2.96)

that is, as the product of two array factors, one of the single subarray, and the other
of the linear array whose elements are the subarrays. Note that the phases of all the
elements at the m-th position are the same. This result is very important because it
allows to simplify the implementation of the physical network that has to be built
to feed the array.

2.4.4 Phase shifters vs true-time-delays: array bandwidth

From the previous sections on linear and planar arrays, we saw that feeding each
element of the array with the proper phase excitation, it is possible to achieve the
desired direction (ϑ0,ϕ0) for the main lobe of radiation of the array. Given the de-
sired pointing direction, the phase excitations to be provided to each element can
be calculated using Eq. (2.52) and Eq. (2.90) for a linear and a rectangular array,
respectively.

In practical applications, the phase excitation distribution corresponds to the
relative phase shift of the signals fed to the single antenna elements of the array. In
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practice, those desired phase shifts are obtained using a group of tunable 2-ports
microwave networks called phase shifters. Those are connected between the signal
port, that is, the output of the transmitter or the input of the receiver, and each an-
tenna element, as represented in Fig. 2.13. Those devices are capable of generating
a variable phase shift of the output signal with respect to the input signal. The net-
work formed by the phase shifters and the amplitude control devices is called feed
network, beamforming network, or beamformer.

|C
1
|

�
1

�
2

�
3

�N

...

amplitude

control

phase

control

elements

feed line

2-port

phase shifter

or

TTD

|C
2
| |C

3
| |CN|

feed network

beamformer
or

...

...

Figure 2.13: Schematic representation of an antenna array feed network

Two types of phase shifters are generally employed:

• Constant-phase phase shifter (or true-phase): generates a phase shift which is
constant with respect to frequency. The phase shift is between 0 and 360◦.

• Constant-delay phase shifter (or true-time-delay, TTD): generates a phase shift
which is linear with respect to frequency. The phase shift at the central opera-
ting frequency can be � 360◦.

The consequences of employing either type of device are well visible when ana-
lyzing the array performance with respect to frequency, that is, the behaviour of the
array when the operating frequency changes with respect to the nominal central
frequency for which the array has been designed. This behaviour will determine
whether or not the array is capable of processing wideband signals. In particu-
lar, we are interested in the effects that frequency variations have on the radiation
pattern of the array. The wideband performance of an array is very important in
modern communication systems, due to the need of wider and wider operating
bandwidths, required to accommodate the increasing demand of data rate. This
fundamental concept can be studied analytically by analyzing how the mathemat-
ical formulas for the array factor depend on frequency.

In the study performed so far, we have considered a propagation constant k0,
corresponding to a specific wavelength λ0 and frequency f0 = c0/λ0, with c0 speed
of light in the medium, according to the following relation:



�

�

�

�

�

�

�

�

48 CHAPTER 2. ANTENNAS, PHASED ARRAYS AND BEAM FORMING THEORY

k0 = 2π

λ0
= 2π f0

c0
(2.97)

Let us consider a linear array with N +1 elements, equally spaced by d and with
a uniform amplitude excitation. The array factor for this type of array was derived
in Subsection 2.4.1, Eq. (2.50), and using Eq. (2.97) can be rewritten with an explicit
dependence on frequency as

F (ψ, f ) =
N∑

n=0
Cne jαn e

j n 2π f
c0

d cosψ
(2.98)

To make sure the main beam forms an angle ψ0 with the axis of the array, the phase
progression shall be given by Eq. (2.52). The equation is repeated here for conve-
nience:

αn =−nk0d cosψ0 (2.99)

The latter equation can also be made explicitly dependent on frequency. This will
be done in the following, showing that the expression (2.99) which represents the
required phase excitations will take a different form in the case of using phase
shifters compared to the case of using true time delays.

Phase shifter

When employing phase shifters, the phase excitation according to Eq. (2.99) of the
n-th element of the array becomes

αn =−n
2π f0

c0
d cosψ0 (2.100)

This equation represents a phase shift which is constant with frequency, since αn

does not depend on f . Substituting this equation in the Eq. (2.98) we obtain

F (ψ, f ) =
N∑

n=0
Cne

j n 2π f
c0

d
(
cosψ− f0

f cosψ0

)
(2.101)

The pointing angle will be the one that makes the exponent become zero, that is

cosψ= f0

f
cosψ0 (2.102)

ψ= arccos

[
f0

f
cosψ0

]
(2.103)

which shows that the scanning angle changes with frequency. For f = f0 the maxi-
mum points in the desired direction ψ0, but varying f the beam undergoes a devi-
ation. This deviation is known as frequency squint. This phenomenon is shown for
an example in Fig. 2.14.

This result has a very important practical implication, that is, a wideband sig-
nal cannot generally be processed using a phased array antenna employing phase
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Figure 2.14: Frequency squint effect in a 64-elements linear array. The nominal
pointing direction is ψ0 = 30 degrees. A percentage variation of ±5%
creates a visible change in pointing direction.

shifters only. In fact, when operating in transmission, the different frequency com-
ponents of the signal will be radiated in different directions. In reception, instead,
only the portion of the spectrum of the signal originating from direction ψ0 will be
received, correspoding to a passband filtering around the central frequency of the
array. This problem originates from the use of phase shifters which give a constant
phase shift with frequency, which can only be optimal for a single frequency f0.

Delay line

Let us now analyze what happens when a delay line is used to generate the required
phase shift αn at frequency f0. The phase shift given by a delay line of length L is
(see [25], Sec. 2-4, page 70)

α=−βL (2.104)

where β = 2π/λ = 2π f /vp is the propagation constant of a lossless transmission
line used as delay line, λ being the wavelength and vp the phase velocity in the
delay line. We need to decide the length Ln of the n-th delay line such that the
pointing direction is ψ0 as desired. We impose

αn =−nk0d cosψ0︸ ︷︷ ︸
desired phase excitations

=−βLn =−2π f

vp
Ln (2.105)
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where vp = 1/
�
μ0ε0εr is the phase velocity in the transmission line (note that the

phase velocity depends on the permittivity εr of the material constituting the line
where the guided waves propagate6). Thus the line should have a length that satis-
fies the following equation:

−2π f

vp
Ln =−nk0d cosψ0 =−n

2π f

c0
d cosψ0 (2.106)

which, substituting c0 = 1/
�
μ0ε0, gives that the length should be

Ln = n
vp ( f0)

c0
d cosψ0 = nd cosψ0√

εr ( f0)
(2.107)

where f0 indicates the central operating frequency. For a non dispersive transmis-
sion line, εr is constant with frequency. This means that vp is also constant with
frequency, and as a consequence all the frequency components of a signal propa-
gate at the same phase velocity. In turn, this means that β = 2π f /vp and thus the
phase shift βLn are linear with frequency.
In conclusion, from Eqs. (2.105) and (2.107), the phase excitation given by the n-th
delay line Ln is

αn =−2π f

vp

nd cosψ0√
εr ( f0)

=− 2π f
1�

μ0ε0εr ( f )

nd cosψ0√
εr ( f0)

=−n
2π f

c0
d cosψ0

√
εr ( f )√
εr ( f0)

(2.108)

which, as far as the transmission line can be considered non dispersive (εr ( f ) =
εr ( f0) = const( f )), can be rewritten as

αn =−n
2π f

c0
d cosψ0 (2.109)

Note that this equation is equal to Eq. (2.100) apart from the fact that f appears
in place of f0. For this reason, it represents a phase shift which is linear with fre-
quency, and not constant as for Eq. (2.100). This time, by substituting the phase
shift term given by Eq. (2.108) in Eq. (2.98) we obtain

6In case of optical delay lines, instead of the permittivity, it is more common to consider the refractive
index of the material. This quantity is commonly indicated as n (not to be confused with the array
element index n) and is related to the dielectric constant by the following expression

n =�
εr μr

where εr and μr respectively indicate the relative permittivity and the relative permeability of the mate-
rial. For most of the materials employed in the realization of optical transmission lines, μr is very close
to 1 at optical frequencies. Thus n ≈�

εr .
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F (ψ, f ) =
N∑

n=0
Cne

j n 2π f
c0

d(cosψ−cosψ0) (2.110)

As in the case of phase shifters, the pointing angle is the one that maximizes F . In
this case, however, F is always maximum at ψ=ψ0 independently of f . This shows
that, differently from the case of using phase shifters, using delay lines the scanning
angle does not change with frequency.

Dispersive effects

The previous conclusion is valid as long as the assumption of non dispersive delay
line, that is,

√
εr ( f ) = const( f ), holds. When this is not the case, Eq. (2.108) can no

longer be simplified as Eq. (2.109), and the array factor becomes

F (ψ, f ) =
N∑

n=0
Cne

j n 2π f
c0

d

(
cosψ−

�
εr ( f )�
εr ( f0)

cosψ0

)
(2.111)

that has a maximum in the pointing direction

cosψ=
√
εr ( f )√
εr ( f0)

cosψ0 (2.112)

or

ψ= arccos

[√
εr ( f )√
εr ( f0)

cosψ0

]
(2.113)

which is no longer independent of frequency.

2.4.5 Conclusions

As a conclusion of this subsection, it was shown that the solution of the frequency
squint problem requires a device capable of generating a linear phase shift with fre-
quency, or equivalently, a constant delay with frequency. This can be generated by
an ideal delay line, or any device offering a linear phase-vs-frequency character-
istic. A physical delay line approximates this characteristic sufficiently well over a
frequency range that can be sufficient for the desired bandwidth of operation.

It is important to notice that in many applications, only a limited percentage
bandwidth7 is sufficient for the goal. In this case, a solution using a tunable net-
work of phase shifters might be sufficient and it is generally simpler to implement,

7The percentage bandwidth of a passband signal, frequency-limited between f1 and f2, can be de-
fined as the absolute bandwidth (which we define as f2 − f1) divided by the central frequency:

B% = f2 − f1

( f2 + f1)/2
(2.114)

Let us consider, for example, a passband signal with a bandwidth of 1 GHz. If the significative spectral
components lie between 1 GHz and 2 GHz, the percentage bandwidth will be (2−1)/1.5 ≈ 66.66%. If the
same signal is upconverted to the 9-10 GHz bandwidth, the absolute bandwidth will still be 1 GHz, but
the percentage bandwith will reduce to (10−9)/9.5 ≈ 10.53%.
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allowing ease of reconfigurability of the beam pattern of the array. Different archi-
tectures of phase shifters have been proposed and largely deployed in operating
system. Examples of phase shifter architectures are given for example in [30].

In other cases, however, when the application requires a larger percentage band-
width, the beam squint that would be produced by using a phase shifter based
beamformer does no longer give an acceptable behaviour. In those cases, a true-
time-delay approach is required. Different types of transmission lines can be used
to create the desired delays, depending on the system requirements in terms of
e.g. amount of delay, absolute frequency and operating bandwidth, compactness,
weight, bulk and possibility of tuning. Tunable delay lines are in general not easy
to achieve as opposed to the tunable phase shifters architectures described before.
For this reason, most applications use switched delay lines with digital control that
allows to change the length of a delay path in discrete steps, by using multiple delay
line subsections with different lengths, dynamically inserting (or removing) them
from the signal path using electronic switching circuits. Those switches can be
commonly based on varactors or MEMS (micro electro mechanical systems). Pro-
vided that the component used for switching is not limiting the operating band-
width, a delay line with multiple bits can achieve a relatively large delay, with rel-
atively small discrete delay “steps”, over the percentage bandwidth for which the
transmission line can be considered non-dispersive, that is, having a constant rela-
tive permittivity εr (see Subsubsection 2.4.4). An example of this solution is shown
in Fig. 2.15 that shows the schematic representation of a 6-bits switched TTD, with
a minimum step of λ0/4.

8	
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bit 2

2	
0

bit 3

	
0
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0
/2

bit 5

	
0
/4

bit 6
in out

Figure 2.15: Schematic of a 6-bits switched TTD, with a minimum step of λ0/4

Recent application scenarios might require bandwidths that can reach the or-
der of several tens of GHz. While recent developments in the construction of ultra-
wideband radiating elements with unprecedented bandwiths allow to keep up with
the needs, this trend poses a serious challenge towards the design of the beam-
forming networks, since the percentage bandwith required are often beyond the
bandwidth of operation of the transmission lines themselves. In addition to that,
together with larger bandwidths, the current trend towards spaceborne applica-
tion of phased arrays and the simultaneous trend towards micro- and nano- satel-
lites poses a serious limit to the weight and bulk of the phased array systems. For
those reasons, researchers started to look at the possibility to use photonics solu-
tions and technology to provide a viable alternative to the construction of antenna
feed networks, encouraged by the extremely large bandwidth and extremely low
loss, reduced weight and bulk, mechanical flexibility and interference immunity
of optical fibers when compared to microwave transmission lines. The approach
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to realize microwave signal processing based on the use of photonic components
poses a full new series of perspectives, possibilities as well as challenges, which will
be introduced, analyzed and discussed in the following chapter about microwave
photonics.
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Microwave Photonics and Optical

Beamforming

This chapter introduces the specific context of the present work, that is, the field of
microwave photonics (MWP). We will describe the advantages of using photonics
technology and techniques in order to generate, transport and process high-frequency
(microwave or RF) electrical signals. The promising advantages of this approach will
be introduced, the current challenges for the diffusion of this field will be explained,
and the possible solutions proposed by the scientific community to face those chal-
lenges will be presented. Among them, special emphasis will be given to modern
techniques for optimization of the MWP link and to the unprecedented advantages of
using a photonic integrated approach in microwave photonic signal processing, us-
ing photonic integrated circuits (PICs) to replace discrete optical components which
are bulky, more expensive and less reliable. Special attention will be given to the
photonic techniques for microwave signal processing, that are, microwave photonic
filtering and optical beamforming. A review of photonic beamforming techniques
will be given.
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3.1 Introduction

Microwave photonics is the field that studies the interaction between microwaves
and optical waves. Specifically, it deals with the use of photonic technology for gen-
eration, transport, control and processing of microwave signals. Bringing together
the advantages of RF engineering and optoelectronics, it aims at exploiting “the
best of both worlds” [31], [15] to provide added value in terms of new functionali-
ties, features and improved performance, compared to traditional only-electronic
or only-optical solutions.

Microwave photonics has attracted the interest of both the research community
and of the commercial sector, and promises to have a bright future. Initially, the re-
search activities in this field were driven by the need of systems with unprecedented
performance for defense applications, where the cost constraints were secondary
to achieving high performance. Recently, the application field has extended to-
wards civil applications in the fields of e.g. communications (including cellular,
wireless and satellite communications), radars, sensors and instrumentations, e.g.
for medical imaging; in these fields there has been and there is an increasing de-
mand for speed, bandwidth and dynamic range, together with reduced dimen-
sions, weight and power consumption [17]. In addition to that, reconfigurability,
tunability and strong immunity to electromagnetic interference (EMI) are also de-
sirable in these applications.

Digital signal processing (DSP), with its great flexibility and reconfigurability, is
one of the techniques that enabled a strong evolution of the instruments used in
the above mentioned applications. Nonetheless, DSPs are normally bound to ope-
rating frequencies below several gigahertz, primarly due to the limits in the analog-
to-digital conversion process [6]. The push towards higher operating frequencies
is possible in some cases, but bears drawbacks in terms of complexity of archi-
tecture, power consumption, weight and cost. An example is given by advanced
digital signal processors for antenna array beamforming on board on communica-
tion satellites. Those state-of-the-art computers are capable of generating tens or
hundreds of antenna beams simultaneously and with complete reconfigurability,
but indeed have a very high power consumption, are bulky and can weight up to
multiple hundreds of kilograms, which are very critical, scarce and thus expensive
resources within a spaceborne platform [32].

Those limitations in speed, weight and costs of the DSPs rise the need to del-
egate the high-frequency processing functions to equally-flexible front end analog
solutions. An attractive answer to this need can be obtained by exploiting the afore-
mentioned added value obtained by bringing together the inherent broadband,
lightweight and high-flexibility characteristics of photonic solutions with the well-
established and unprecedeted flexibility of digital electronics processors. In fact,
the unique capabilities offered by photonics for processing ultra-wide bandwidth,
high-frequency microwave signals make it a promising alternative for wideband
microwave signal processing. But how does a microwave photonic signal processor
look like? An analog MWP processor can be built by implementing a so-called mi-
crowave photonic system (MWP system), as will be described in the following of this
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chapter.

3.2 Microwave photonics fundamentals

3.2.1 MWP links and MWP systems

In the previous section we have discussed the importance of developing high per-
formance analog signal processors, and how this can be done by employing mi-
crowave photonic technology to build an MWP system. Before describing how an
MWP system works, it is necessary to describe the basic operating principle and the
performance parameters of the so-called MWP link.

An MWP link is the “workhorse” or the “heart” of any MWP system [17]. The
most simple schematic of an MWP link (also known as analog optical link, AOL, or
analog photonic link, APL) is represented in Fig. 3.1(a). It consists of:

• a modulation device, for electrical-to-optical (E/O) conversion

• an optical fiber (the transmission medium)

• a photodetector (PD), for optical-to-electrical (O/E) conversion

RF

input
E/O

RF

output
E/O O/E

modulator photodetector

electrical
domain

optical
domain

electrical
domain

RF

input
E/O

RF

output
E/O O/E

modulator photodetector

Functionality
delay

- phase shift

- filtering

- ...

-

b) MWP system

a) MWP link

Figure 3.1: High-level schematic of an MWP link (a) and an MWP system (b)

The most diffused upconversion scheme is intensity modulation with direct de-
tection (IM/DD) technique, and more recently phase modulation schemes are also
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spreading for high-performance applications, as will be described in the following.
Two broad categories of MWP links can be classified based on the modulation de-
vice: (i) direct modulation, where a laser carrier is directly modulated with the RF
information signal and operates both as light source as well as modulator; (ii) exter-
nal modulation, where a continuous wave (CW) laser is used as light source only,
and an external electro-optic modulator operates as modulation device.

In the direct modulation scheme, the information electrical signal is simply su-
perimposed to the DC current used to bias the laser around the desired operating
point. The signal current is linearly translated into corresponding variations in the
optical power. Those variations are then recovered at the photodetector, where op-
tical power to electrical current conversion occurs [22]. Despite its great simplicity,
this scheme suffers heavily from a phenomenon known as chirp, a fluctuation of the
instantaneous optical frequency which creates severe line broadening, which can
easily be an order of magnitude wider than the RF information signal bandwidth,
rendering the system impractical in many microwave photonics applications. The
second type of APL offers an higher degree of freedom, thanks to the possibility to
separately optimize laser and modulator, and better frequency stability, but also hi-
gher costs and complexity since two separate devices are used for light generation
and modulation. The choice between the two approaches is usually dictated by the
specific application requirements.

From the description given so far, the MWP link looks like a system used for RF
signal transport. How is the signal processing functionality added to such a link?
An MWP system is based on adding functionalities between the two conversions,
that is, including a sort of “processing engine” in the optical section of the link, or
equivalently, in the optical domain. In fact, as shown in Fig. 3.1(b), in the following
of this thesis we will refer to electrical domain as the parts of the signal flow that
precedes the modulation device, and the ones that follow the photodetector; in-
stead we will refer to optical domain to indicate the section where the information
signal is carried by an optical signal, between the modulation and the detection
devices.

The specific advantages offered by processing in the optical domain, as men-
tioned in Section 3.1, are the following:

1. large bandwidth (tens to hundreds of GHz)

2. constant attenuation over the entire microwave frequency range

3. small size (chips of dimensions of a few cm2)

4. lightweight (few kg compared to tens to hundreds of kg of a digital beam-
former)

5. low-cost and low-loss medium (e.g. optical fiber compared to coaxial cables)

6. low power consumption (in the order of watts; the use of liquid crystals tun-
ing compared to thermal tuning allows an even further reduction to the mi-
crowatt power range)
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7. immunity to electromagnetic interference (EMI)

8. potential of large tunability (over tens or hundreds of GHz bandwidth, while
keeping passbands as narrow as few MHz)

MWP systems promise to add all those advantages to multiple application fields,
such as generation, distribution, control and processing of microwave signals. A
detailed overview of applications of MWP systems will be given in Section 3.3. How-
ever, it is also important to notice that the promised advantages listed above are
conditioned to the way the MWP link is realized. In fact, in order to obtain full
functionality for the MWP system, it is necessary that the MWP link around which
the MWP processor is realized needs to have sufficient performance, in terms of a
number of figures of merit that will be detailed in the following.

3.2.2 MWP links: figures of merit

When implementing a MWP link scheme as in Fig. 3.1, it is important to make con-
siderations on how the conversions and the optical signal transport are realized
and analyze the impact of this to the MWP performance. In particular, E/O and
O/E conversions add loss, noise and distortions to the RF signal to be processed.
It is particularly important, in any MWP link or system, to minimize the losses. In
fact, as it will be shown in the following, the relation between the RF loss and the
optical loss L is, generally1, quadratic.

In order to characterize and be able to compare different MWP links in a rigor-
ous manner, a number of figures of merit have been defined and are widely used in
literature. Those are:

• link gain (g link)

• noise figure (NF)

• input and output intercept points (IIPn and OIPn)

• spurious free dynamic range (SFDR)

The figures of merit above indicate, respectively, the effects of losses, noise and
nonlinearities of the link. The SFDR represents, in a single figure, the joint effects of
noise and nonlinearities. Those are important parameters in any MWP system that
will be used in this thesis. Below the definitions and the mathematical expressions
of each of those are described in more detail.

1For example, assuming an intensity-modulated signal with double sideband and full carrier (DSB-
FC), the RF loss will be less than quadratic if the applied optical loss is not constant over the whole
optical spectrum. This is the case that will apply when, in the following, we will employ true time delay
line introducing delay (and, correspondingly, higher attenuation) only over one sideband of a DSB-FC
signal. An accurate mathematical modeling of this phenomenon is reported in [33].
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3.2.3 Link gain

The link gain indicates how the RF power is transferred through the MWP link (or
system). Let us consider the general expression of the transfer function of the link
(or system)

H(ω) = |H(ω)|exp
(

jφ(ω)
)∝ Eout

Ein
(3.1)

where Eout and Ein are the output and the input electrical fields, respectively, |H(ω)|
is the magnitude of the transfer function, while φ(ω) is the phase of the transfer
function. The link gain is the square of the magnitude transfer function |H(ω)|2

g (ω) = |H(ω)|2. (3.2)

and indicates the power transfer from the RF input to the RF output as in Fig. 3.1
as a function of frequency2. More specifically, the link gain is defined as the ratio
between the RF power3 delivered to the load, PL, and the available power at the
source4 [34], Fig. 3.2(a):

g = PL

PS
(3.4)

Starting from this point, we will assume a link based on external modulation.
Our aim is to express the gain in terms of the physical parameters of the MWP
link. First of all, let us model the MWP link as a 2-port microwave network, as in
Fig. 3.2(b).

In Fig. 3.2 three parts can be identified: the equivalent circuit of the source, the
2-port network equivalent to the MWP link, and the load resistance. We modeled
the source as its Thévenin equivalent [35], that is, as a voltage source VS in series to
a source resistance RS that represents the resistance seen at the output terminals
of the source, and we modeled the load as a resistance5 RL. Zin and Zout represent,
respectively, the input impedance of the MWP link or system (input impedance
of the modulation device) and the output impedance of the MWP link or system
(output impedance of the photodetector).

2For ease of notation, in the following we will omit the explicit link gain dependence upon ω.
3Since the link gain is defined as the ratio between the input and output RF powers only, we will only

consider the AC (i.e. the time varying) terms of the input and output electrical voltages and currents
when calculating those powers.

4The power delivered to the load is PL = I 2
L RL. The available power at the source is defined as the

power that is delivered to a complex load matched to the source, that is, of impedance equal to the
complex conjugate of the input impedance of the source. For a real load impedance RL, the matching
condition reduces to RL = RS, and the available power is

PS = I 2
L RL =

(
VS

2

)2
RS = 1

4
V 2

S RS (3.3)

5Real source and load impedances have been assumed in this discussion as this corresponds to the
usual configuration encountered during our experiments as well as in most application scenarios, where
generators and test equipment generally exhibit a purely real 50 Ω impedance over the frequency range
of interest.
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Figure 3.2: MWP link modeled as a microwave network

We start by expressing the available source power. By definition [36] the avail-
able source power is the power delivered to the load in condition of maximum
power transfer, that is, when the source is terminated on a resistance which is equal
to the internal resistance of the source, RS. Thus, the available source power will be

PS =
〈

V 2
S (t )
〉

4RS
(3.5)

where VS is the Thévenin equivalent source voltage6. The symbol 〈·〉 represents the
time average of the time varying signal. The power delivered to the load will be

PL = 〈I 2
L(t )
〉

RL (3.6)

where IL is the current7 delivered to the load resistance RL (Norton equivalent source
current). Thus, the general expression of the link gain becomes

g = PL

PS
=
〈

I 2
L(t )
〉

RL〈
V 2

S (t )
〉

/4RS
(3.7)

We need to find the expression of the load current IL as a function of the MWP
link parameters. In doing that, we will start from the load (right in Fig. 3.2) and
proceed towards the source (left). At this point, to be able to proceed, we must
make an assumption on the impedance matching scheme employed in connecting

6When using a scheme based on a directly modulated laser, we would have used the Norton equiva-
lent source current [34].

7We use current in expressing the power delivered to the load, because the photodetector is generally
modeled as a current source.
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the three sections mentioned above, Fig. 3.3(a). In this specific case we choose
the so-called “lossy impedance matching” condition [37], that is, we assume the
following:

• the input impedance of the modulation device and the output impedance of
the photodetector are purely real, that is, Zin = Rin and Zout = Rout (Fig. 3.3(b))

• the condition of maximum power transfer [34] is satisfied by adding suitable
input and output matching networks (IMN and OMN, respectively) at the
MWP link input and output (Fig. 3.3(c)). In practice, we add matching re-
sistors in such a way that Rin = RS and Rout = RL (Fig. 3.4).
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Figure 3.3: Lossy impedance matching condition in an MWP link modeled as a mi-
crowave network

The current delivered to the load IL is closely related to the received optical
power at the photodetector, Pdet. The received optical power is converted to the
detected photocurrent Idet (Fig. 3.4(c)), according to the relation
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Figure 3.4: Lossy impedance matching condition in an MWP link modeled as a mi-
crowave network

Idet(t ) = rPDPdet(t ) (3.8)

where rPD is the photodetector responsivity in A/W. The received optical power at
the detector can be split into the constant average optical power Pav and the mod-
ulated optical power Pmod as

Pdet(t ) = Pav +Pmod(t ). (3.9)

Similarly, the photocurrent can be divided into a constant average photocurrent Iav

and a modulated photocurrent Imod as

Idet(t ) = Iav + Imod(t ). (3.10)

As shown in Fig. 3.4, in order to match for maximum power transfer, a matching
resistor Rmatch,PD is inserted at the output of the PD in order to make the equivalent
Norton circuit of the PD to have an internal resistance equal to the load resistance
RL. As discussed previously, only the AC part of the photocurrent Imod(t ) will con-
tribute to the link gain. In this condition, the AC current delivered to the load is half
of the modulated photocurrent:

IL(t ) = 1

2
rPDPmod(t ) (3.11)

where Pmod is the modulated optical power.
Now, using the definition in Eq. (3.7) and the expression of the load current from

Eq. (3.11) above, we can calculate the link gain of the MWP link. The modulated op-
tical power depends on the type of modulation scheme that is used. As anticipated
before, it can already be shown that the relation between the optical power and the
RF power is quadratic. In fact, starting from Eq. (3.11):
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PL(t ) = I 2
LRL =

(
1

2
rPDPmod(t )

)2
RL = 1

4
r 2

PDRLP 2
mod(t ). (3.12)

In particular, direct modulation or external modulation will have different ex-
pressions, as shown in the following.

Direct modulation

In a directly modulated MWP link a laser is used as both the optical carrier source
and the modulation device. An intensity-modulated (IM) optical signal is obtained
by modulating the injection current of the laser diode (LD) around a suitably cho-
sen bias point. The modulated optical power impinging on the photodetector (PD)
will be converted back to electrical domain according to Eq. (3.11). The electrical
to optical and the optical-to-electrical conversions are schematically represented
in Fig. 3.5

I
LD

P
LD

I
det

P
det

I
th

RF in RF out

fiber
LD PD

s
LD

r
PD

Figure 3.5: Schematic representation of a directly modulated link (DML). LD: laser
diode; PD: photodetector; sLD: laser slope efficiency (W/A); rPD: pho-
todetector responsivity (A/W).

It can be shown [22] that, for a direct modulation link, the link gain will assume
the expression

gDML = 1

4

( rPDsLD

L

)2
(3.13)
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where sLD is the laser slope efficiency expressed in W/A and L ≥ 1 is the optical loss
of the APL.

Eq. 3.13 shows that the link gain of a DML link depends only on two device pa-
rameters (laser slope efficiency, sLD, and photodetector responsivity, rPD) and on
only one system parameter (the optical loss in the APL, L). Two very important
conclusions can be drawn from this results. First, minimizing the value of the opti-
cal loss is of primary importance, since the gain is proportional to (1/L2), meaning
for each 1 dB optical loss will correspond to 2 dB RF loss. Second, the link gain does
not depend on the LD average optical power. As a direct consequence, for a DML,
once the APL components have been selected, the only design parameter that can
be used to alter the link gain is the optical loss L in the link.

External modulation

In an MWP link based on external modulation, the laser is operated in continuous
wave (CW) mode while an external device is employed to provide light modulation,
as in Fig. 3.6(a). For external modulation, the link gain is a function of more sys-
tem parameters, thus offering a larger degree of freedom to the designer in order to
optimize the link performance when compared to the direct modulation case. The
expression of the modulated optical power and of the link gain have been derived
in [22] for the common case of Mach-Zehnder modulator (MZM) and is reported
here for completeness. In fact, IM/DD links based on external modulation are at
the basis of the optical beamforming signal processing approach employed in this
thesis.

As seen from Eq. (3.11), we need the expression of the modulated optical power
in order to obtain the current delivered to the load; in turn, the latter can be inserted
in the definition Eq. (3.7) to obtain the expression of the link gain.

The detected optical power of an MWP link using a MZM can be written as

Pdet,MZM (t ) = Pi

2L

(
1−cos

[
π

(
VB

Vπ,DC
+ VRF (t )

Vπ,RF

)])
(3.14)

where Pi is the input optical power to the modulator, L is the optical loss, VB is the
modulator bias voltage, VRF is the modulating RF signal and Vπ,DC and Vπ,RF are the
DC and the RF half-wave voltages, respectively. Note that L in the above equation
comprises two terms, the modulator insertion loss, Lmod and an excess loss, Lex,
such that L = LmodLex. An example of this excess loss is the connector losses in the
APL.

In small signal approximation regime VRF � Vπ,RF, the argument of the co-
sine can be expanded in a Taylor series as the sum of a DC term, Pav,MZM, plus
a term which have a linear, quadratic and cubic dependence on the modulating
signal VRF(t ); respectively, Pmod,MZM, PNL2,MZM and PNL3,MZM. The DC term will
contribute to the noise, while the quadratic and cubic terms contribute to the non-
linear distortion.
The DC term has the following expression

Pav,MZM = Pi

2L

(
1−cosφB

)
(3.15)
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where φB is the bias angle, defined as

φB � πVB

Vπ,DC
. (3.16)

In Fig. 3.6(b) the DC term Pav,MZM normalized to the input power Pi is represented.
This is known as the transfer function of an MZM, and allows to graphically deter-
mine the bias point, thus the operating region, of the MZM.
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Figure 3.6: Schematic of an externally modulated MWP link (a); transfer function of
Mach-Zehnder modulator (in quadrature bias) and photodetector (b)

For the link gain calculation we only consider the contribution of the linear
component, whose expression is

Pmod,MZM (t ) = Pi

2Lmod

πVRF (t )

Vπ,RF
sinφB (3.17)

where Lmod is the insertion loss of the modulator. The term Pmod,MZM (t ) represents
the linear relation between the input RF signal (modulating input voltage) VRF and
the optical power variation Pmod,MZM.
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Again, according to the initial hypothesis of operation at maximum power trans-
fer (or lossy impedance matching) condition, the VRF in Eq. (3.17) is

VRF (t ) = 1

2
VS (t ) . (3.18)

Now, inserting Eq. (3.18) in Eq. (3.17), the latter in Eq. (3.11) and, in turn, the
result in the general gain expression Eq. (3.7), we obtain the expression of the link
gain in a MZM external modulated MWP link:

gMZM =
(
πrPDRLP0 sinφb

4L Vπ,RF

)2
. (3.19)

Based on this expression, a number of important considerations can be done.
First, it is worth noting that the link gain scales quadratically with the input optical
power P0. This is a very important result since, differently from the directly modu-
lated links, the link gain can be increased by modifying this system parameter and
in particular can be increased by simply using higher optical power. This technique
has been employed to effectively demonstrate MWP links with a positive link gain
instead of loss [38].

Second, it is possible to increase the link gain by choosing a modulator with a
lower half-wave voltage. This can be regarded as the sensitivity of the modulator
and is a device parameter, that is, its optimization is addressed at component de-
sign level and cannot be influenced further by the link system designer after the
specific MZM component has been chosen. Typical values for this parameter in
commercial MZMs is around 3.5 to 4.5 V. In [39], a Vπ,RF as low as 1.08 V has been
demonstrated at 6 GHz.

Third, the link gain can be influenced by the system designer by setting a dif-
ferent bias point of the modulator. In fact, choosing VB = 1/2Vπ,DC makes φb = π/2,
which maximizes the sine term at the numerator of Eq. (3.19). This condition is
known as quadrature biasing and, in addition to maximizing the gain with respect
to VB, it also compresses all even-order distortion terms; for this reason this is the
most common way of operation in an MWP link based on MZM.

Fourth, similarly to the directly-modulated link, a possible way to increase the
link gain is to minimize the losses of the link. Compared to a directly-modulated
link, external modulation requires an additional component to be added between
the light source and the detector, thus adding extra losses due to the insertion loss
of the MZM. This is due to (i) connector losses, (ii) fiber to chip coupling losses, and
(iii) quadrature biasing which adds 3 dB of insertion loss in addition to previous loss
terms. In average, those three terms of loss add up to a 5 to 7 dB optical loss. Since
1 dB optical loss corresponds to 2 dB RF loss, the insertion losses of the link can
seriously deteriorate the MWP link gain, giving between 10 to 14 dB of RF losses.
However, using external modulation allows to independently maximize the optical
power of the laser.
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3.2.4 Noise

The second figure of merit of an MWP link or system is the noise figure, which mea-
sures the noise in the MWP system. In fact, the E/O and the O/E conversions also
add noise to the system. The three main sources are thermal noise, shot noise and
relative intensity noise (RIN). When optical amplifiers are employed in the optical
signal chain, also the amplified spontaneous emission (ASE) noise will be added
and, in fact, will usually dominate over the other noise sources. This is often the
case in experiments that aim to demonstrate MWP systems at proof-of-principle
level; those setups often employ multiple discrete optical components, which add
losses that need to be compensated in order to have sufficient link gain for the
demonstration. Erbium-doped fiber amplifier (EDFA) is an example of amplifier
commonly used for the purpose.

Total noise power

Similarly to the discussion done for the photocurrent, where the PD is represented
by an equivalent controlled current source Idet(t ), each noise source can be repre-
sented as an individual current source, as shown in Fig. 3.7.

PD

R
L

OMN

R
match, PD

i
N
(t)

i
th, MOD

(t) i
th, PD

(t)i
rin

(t) i
shot

(t)

Figure 3.7: Circuit representation of noise sources as current sources. OMN: output
matching network

If we define ith,MOD as the equivalent current source corresponding to the thermal
noise generated at the modulator, ishot the shot noise current, irin the RIN noise
current and ith,PD the thermal noise current produced at the detector, and since we
have assumed lossy impedance matching (Rmatch,PD = RL), the total noise current
flowing through the load can be written as

iN(t ) = 1

2

(
ith,MOD(t )+ ishot(t )+ irin(t )+ ith,PD(t )

)
(3.20)

and the total noise power is the electrical power dissipation created by this current
on the load resistance RL:

pth = 〈i 2
N(t )
〉

RL . (3.21)

It can be shown [22] that the variance of the individual current terms are
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〈
i 2

th(t )
〉= 4kT B

R
(3.22)〈

i 2
shot(t )

〉= 2q IavB (3.23)〈
i 2

rin(t )
〉= rinI 2

avB (3.24)

The term “rin” indicates the laser relative intensity noise, defined as the power spec-
tral density of the relative power fluctuation of the laser Δp/Pav [40]. Note that the
variance of the thermal noise current

〈
i 2

th(t )
〉

generated at the modulator and the
one generated at the photodetector have the same expression, where we assumed
that the internal resistance of the modulator and the photodetector are both equal
to R. The difference is that the current at the modulator is generated at the input
of the link, thus experiences the MWP link gain g before being evaluated at the link
output, while the noise current at the detector is generated directly at the link out-
put. Since the link gain is generally negative (in dB scale), the thermal noise at the
PD generally gives a much higher contribution to the total noise. The total noise
power dissipated on the load resistance RL can then be written as

pN = (1+ g
)

pth +
1

4
pshot +

1

4
prin (3.25)

where pth, pshot and prin respectively represent the thermal noise power8, the shot
noise power and the relative intensity noise power, whose expressions are:

pth = 〈i 2
th(t )
〉

RL = kT B (3.26)

pshot = 2q Iav B RL = 2q rPDPav B RL (3.27)

prin = 10
RIN
10 Iav

2BRL = 10
RIN
10 r 2

PDPav
2 B RL . (3.28)

where Iav is the average noise current term, which is obtained when the average
optical power reaches the PD. For an externally-modulated MWP link, the average
optical power is expressed by Eq. (3.15). Using the definition of photocurrent rPD

given by Eq. (3.8), the average photocurrent is given by

Iav,MZM = rPDPi

2LMZ

(
1−cosφB

)
. (3.29)

In Eq. (3.25) note that the term (1 + g )pth includes both the contribution of
the thermal noise from the modulation device9 (g kT B) and the one of the the PD
matching resistor (kT B). Once the expression of the noise power at the output of
the link is known, it is possible to calculate the noise figure, as shown in the follow-
ing.

8Note that the thermal noise at the output has two terms, one part originating from the modulator,
g pth, and a part originating from the photodetector, pth.

9The gain term g appears since the thermal noise power originated from the modulator (kT B) is
generated at the input of the MWP link, but is evaluated at the output after it has experienced the MWP
system gain.
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Noise figure

Similarly to what is commonly done in the field of microwave engineering, useful
figures of merit representing the noise performance of an MWP link are the noise
factor (F ) or the noise figure (NF). The noise factor of any 2-port microwave net-
work is defined as the ratio between the total available output noise power spectral
density and the portion of that noise that is produced by the actual noise source
connected to the input of the device, at the standard temperature of 290 K [37]. In
these terms, the noise factor is an rigorous way to indicate which fraction of the
output noise has been originated by the actual 2-port network.

The noise figure is simply defined as the noise factor expressed in decibel scale,
that is, NF = 10 log10 (F ). In the specific case in which the input noise is simply
considered to be the thermal noise power from a matched resistor, that is, nin =
kT B , the noise figure can be more simply defined as the degradation of the signal-
to-noise ratio through the system:

NF = 10log10

(
sin/nin

sout/nout

)
. (3.30)

The relation between the signal powers is given by the definition of link gain, thus
we can write sout = g sin. Finally, the output noise power is the total link noise re-
ported before in Eq. (3.25), thus nout = pN. The expression of the noise figure be-
comes

NF = 10log10

(
pN

g kT B

)
. (3.31)

Now that we know the expression of the noise figure, we can think about ways
to minimize it.

Note that the noise figure is independent of the noise equivalent bandwidth B
of the receiver; in fact, pN at the numerator, given by Eq. (3.25), depends linearly on
B , exactly like the thermal noise in the denominator.

The total noise power appears at the numerator in the noise figure Eq. (3.31)
and, from Eq. (3.25), we see that the average noise current Iav given by Eq. (3.29)
appears in both the shot noise and the RIN terms. Similarly, we see that the link
gain g appears at the denominator. Thus, increasing the link gain and/or reducing
the noise current will then directly reduce the noise figure. The link gain can be
increased by choosing an MZM with a low Vπ,RF, as visible in Eq. (3.19).

In addition, for the sake of minimizing the NF, it is also interesting to observe the
different dependence of the link gain g in Eq. (3.19) and of the average photocurrent
Iav in Eq. (3.10) on the MZM bias point. In fact, we can observe that g decreases with
φB as sin2φB, while Iav decreases as 1−cosφB. It follows that low biasing the MZM
away from quadrature (φB = π/2) and towards the minimum transmission point
(φB = 0) will reduce the noise figure, because the RIN and shot noise power terms
prin and pshot (which depend linearly and quadratically upon Iav), will reduce faster
than the link gain when reducing the MZM bias.

In conclusion, the noise figure of a MWP link is considered to be one of the
key elements to evaluate the actual usefulness of the link. In recent years, several
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research groups managed to realize MWP links with sub-10 dB noise figure, em-
ploying a low Vπ,RF modulator with low biasing, together with a high-power laser
source and a custom-made photodetector with a very high power handling capa-
bility [41, 42]. A recent review of MWP links achieving g > 0 and NF < 20 dB are
reported in [43].

3.2.5 Nonlinear distortions

The transfer functions of the directly modulated laser or of the external electro-
optical modulator (EOM) used in the previous MWP link examples show a non-
linear characteristic. For this reason, the E/O conversion will introduce non-linear
distortions to the output RF signal. In addition to that, the photodetector also
shows non linearities, although they are usually much smaller than those intro-
duced by the modulation devices [37] and can thus be neglected. An effective way
to evaluate those non-linearity effects are the so-called single-tone and the two-
tone tests. In particular, the two-tone test is the most common way to characterize
non-linearity of any microwave network, not only of MWP systems.

Two-tone test

Let us consider two perfectly sinusoidal tones at closely spaced frequencies f1 and
f2, which are inserted at the input of the link. Due to the mentioned non-linearities
of the modulation device, the input-output characteristic can be expanded as a Tay-
lor series around the operating (bias) point. This infinite series can be truncated
(i.e. approximated) by a polynomial with a finite number of terms. The first term
shows a linear dependence from the input, the second a quadratic one, and so on,
until the k-th term having a k-th power relation to the input. In this condition,
the two perfectly sinusoidal tones at the input of the non-linear transfer function,
will generate terms at k times their frequency, called harmonic distortions, plus
additional frequency components called intermodulation distortions (IMDs). The
k-th component generates harmonics and intermodulation products of the corre-
sponding order. The second-order intermodulation (IMD2) products are due to the
quadratic non-linearity in the link, and produce two additional frequency compo-
nents at ( f1 ± f2). The third-order intermodulation (IMD3) products are due to the
cubic non-linearity of the link, and produce four additional frequency components
at (2 f1 ± f2) and (2 f2 ± f1).

Those frequency components are graphically represented in Fig. 3.8. Based on
this spectrum it is possible to note some important facts. The frequency compo-
nents that fall closest to the fundamental frequencies f1 and f2 are the third-order
intermodulation products (IMD3) at 2 f1 − f2 and 2 f2 − f1. In general, it is practi-
cally very difficult, if not impossible, to filter out those terms. In fact, as soon as the
fundamental frequency components start to broaden, the IMD3 terms – in turn –
broaden with at double the speed, thus tend to overlap with the fundamental tones
and can no longer be filtered out. For this reason, the IMD3 represents the main
limitation in terms of non linearity for an MWP link. Differently, the harmonic dis-
tortion terms (HD2 and HD3) at 2 f1, 2 f2, 3 f1 and 3 f2, the second order intermod-
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Figure 3.8: A typical 2-tone test RF output spectrum

ulation distortion terms (IMD2) at f1 + f2 and f2 − f1 as well as the the third-order
intermodulation products (IMD3) at 2 f1+ f2 and 2 f2+ f1 are relatively distant from
the fundamental components, and can usually be filtered out.

Suboctave and multioctave bandwidths

So far, in our analysis of nonlinear distortions, we have considered the situation for
narrowband, pure sinusoidal input signals. It it worth noting that, as soon as the
bandwidth increases, the situation changes. As soon as the frequency lines f1 and
f2 start to broaden, the IMD and the HD spectral components in Fig. 3.8 will also
broaden in frequency. At a certain point, the IMD3 terms at 2 f1− f2 and 2 f2− f1 will
overlap with the fundamentals around f1 and f2. If we keep increasing the signal
bandwidth, also the HD2 as well as the IMD2 will start to overlap with the fun-
damental, creating distortion that also cannot be filtered out. Precisely, the IMD2
terms will start interfering with the fundamental as soon as the information sig-
nal bandwidth reaches one octave, meaning that the highest frequency component
fhigh is more than twice of the lowest frequency component flow. Summarizing, we
can conclude:

• for a narrowband signal (sub-octave bandwidth, fhigh < 2 flow) the non-linear
distortion is dominated by the IMD3 terms;

• for a wideband signal (multi-octave bandwidth, fhigh ≥ 2 flow) the non-linear
distortion is dominated by the IMD2 terms.

From the previous discussion about non linearities, we have seen that, inde-
pendently of the signal bandwidth, there is always a number of nonlinear distor-
tion components that can potentially interfere with the information signal. For a
high-performance MWP link (or the MWP system built on its basis) it is thus im-
portant to investigate the possibilities of reducing the amount of distortion. For
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example, as will be shown in the following, not all the spurious frequency compo-
nents in Fig. 3.8 increase at the same speed when increasing the signal power. This
can be used at the advantage of a virtually distortion-free link provided that the
signal power keeps below a certain maximum limit.

Intercept points

To effectively analyze how the power of each component of the output spectrum
varies with respect to the input signal power, let us represent three curves, repre-
senting the output signal power, the IMD2 power and the IMD3 power versus the
fundamental signal power at the input. Those three curves are displayed in Fig. 3.9
in dBm power scales, that are, logarithmic scales. The output signal power is a line
with slope equal to 1 and an offset equal to the link gain, g . Each IMD2 term will
also be a linear function, but with a slope of 2 due to the quadratic relation with the
input signal power. Correspondingly, each IMD3 term will have a slope of 3 due to
the cubic relation with the input signal power.

If we represent on the same graph the noise power defined on a 1 Hz band-
width, there are two points in which the IMD2 and the IMD3 lines intercept the
noise power level. For input powers below those points (at the left of those points
in the graph) the IMD2 and IMD3 products will be below the noise level, thus would
not visible in the output spectrum shown in Fig. 3.8. On the opposite side, for input
powers that are sufficiently high, the three lines (extrapolated fundamental out-
put power, IMD2 power and IMD3 power) intercept in two points, called intercept
points. For the intercept point between the fundamental and the IMD2, the input
and output powers corresponding to this point are called, respectively, 2nd order in-
put intercept point (IIP2) and output intercept point (OIP2); similarly, for the IMD3,
they are called 3rd order input (IIP3) and output (OIP3) intercept points. The rela-
tion between those points is given through the link gain as

OIPn(dBm) = IIPn(dBm)+G(dB) (3.32)

3.2.6 Spurious-free dynamic range

Based on the discussion on noise and non-linear distortions, and conveniently
making use of Fig. 3.9, it is possible to define a figure of merit that accounts for
the effects of both noise and distortions, that is, the spurious free dynamic range
(SFDR) of order n. The SFDRn can be defined both in terms of input and output
powers of the MWP link, respectively, as

• the ratio between the input power for which the intermodulation distortion
power of order n (IMDn) is equal to the noise power (measured over 1 Hz
bandwidth), and the input power for which the output signal power equals
the noise power.

• the maximum SNR at the MWP link output that can be achieved, while keep-
ing the IMDn power below the noise power.
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Figure 3.9: SFDR definition

The SFDRn can be expressed in relation to the other figures of merit of MWP
links, using graphical considerations [22] as shown in the following.

Let us consider Fig. 3.10. The two diagonal lines indicate the power of the fun-
damental (with slope 1:1) and the power of the IMDn (with slope n:1) at the output.
In the gray right triangle in figure, the vertical leg represents OIPn −PN. Being the
slope of the IMDn line equal to n, the horizontal (shorter) leg of the right triangle
will be equal to 1

n (OIPn −PN). It follows that

SFDRn = (OIPn −PN)− 1

n
(OIPn −PN) (3.33)

= n −1

n
(OIPn −PN) (3.34)

and since the noise power (in dB scale) can be rewritten as [22]

PN =G +NF−174 (3.35)

it follows
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SFDRn = n −1

n
(OIPn −NF−G +174)

[
dB · Hz

( n−1
n

)]
(3.36)

= n −1

n
(IIPn −NF+174)

[
dB · Hz

( n−1
n

)]
(3.37)

where Eq. (3.32) has also been used.

The SFDRn is generally expressed in dB, and the bandwidth over which the
noise is measured must be specified. More often however, for the sake of unifor-
mity and ease of comparison, the SFDRn is expressed in dB · Hz( n−1

n ). This means
that the specified value indicates the SFDRn over the bandwidth of 1 Hz, and if we
want to calculate it over the band B , we must scale it down according to the rela-
tion [22]

SFDRn,B = SFDRn,1 Hz −
(

n −1

n

)
10log10(B) . (3.38)

The optimization of the SFDR of an MWP link over a large bandwidth has been
the main objective of research in the field. A number of possible solutions have
been proposed in literature and will be described in the following.
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3.3 Applications of microwave photonics

3.3.1 Microwave signal distribution

As discussed in the previous chapter, the basis of any MWP system is an MWP link.
APLs are not only at the basis of the operation of any MWP system, but have also
been the first applications of the MWP technique, with the specific scope of re-
placing coaxial cables in microwave signal transport. In fact, propagation losses in
coaxial cables scale up very fast with signal frequency: even the highest quality ca-
bles have losses that, already at 6 GHz, can be as high as 190 dB/km [44]. Instead,
optical fibers offer extremely low propagation losses, around 0.2 dB/km, in addi-
tion to low size, low weight, improved mechanical flexibility, EMI immunity and
flat attenuation of the whole spectrum of interest. Those advantages have been the
driving force for a number of microwave photonics applications, first of all signal
distribution. Example of applications are:

• Radio-over-fiber for wireless systems. The MWP link is used to connect the
complex signal processing section of the network to multiple antennas, mov-
ing the complex signal processing capabilities from the numerous base sta-
tions towards only one or few centralized nodes. This allows a strong reduc-
tion of overall complexity and cost, and operating frequencies that extend
well into the millimiter-wave range [45].

• Antenna remoting for military and aerospace applications. Size and weight
are very important factors for airborne and spaceborne applications. Optical
fibers are nowadays commonly used on those platforms to replace the heav-
ier and stiffer coaxial cables, not only for their huge bandwidth (which allows
wavelength division multiplexing (WDM) and thus a further reduction of the
number of physical connections needed), but also their mechanical proper-
ties. The smaller size and higher flexibility of fibers compared to electrical ca-
bles facilitates installation and deployment and sometimes fiber represents
the only viable solution when in-flight deployment of mechanical structures
is required [46]. In some applications where the antennas may operate in
electromagnetically hostile environments, the use of fiber optics allows to
electrically separate the antennas from the sensitive active electronics [47].
In addition to that, optical fibers are generally much cheaper than coaxial ca-
bles, and low-dynamic range lasers and PD can cost as little as a few dollars.

• Radio astronomy. Modern radio telescopes are realized employing multiple
antennas distributed over very large areas in order to increase their resolu-
tion and sensitivities [18,48,49]. This requires to connect multiple individual
antennas that can be spatially very far from each other, and in hostile envi-
ronments. APLs can be used for LO signal distribution to the elements of the
array and to transfer the received signals from the individual antennas to the
central processing core [21].

• Minor applications include e.g. EMC sensors and MRI signal distribution,
exploiting the EMI immunity properties of APLs.
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3.3.2 Microwave signal generation

If signal distribution has been for years the main driver for microwave photonics,
the latest developments in the field have been strongly driven by the generation of
high purity microwave signals and by broadband waveforms with high-complexity
time profiles or frequency envelopes [50]. The really strong added value provided
by microwave photonics lays in the large frequency tunability and in the possibility
to generate extremely high frequencies, up to the THz range, using simpler tech-
niques compared to the traditional electronic ones. Besides the generation, a whole
set of problems rises when there is need of distributing those generated signals. The
fact of having a photonic generation of high-frequency signals brings the advantage
that those signals are already in the optical domain and can be more easily trans-
ported using fibers with no need of further E/O conversion as it would happen if
the waveforms were generated with purely-RF techniques [31].

3.3.3 Microwave signal processing

As already discussed in the introduction, microwave photonics signal processing
techniques are a very promising way of implementing wideband and highly-flexible
analog front-end solutions to implement highly-complex function in conjunction
with RF or digital electronics. In particular, MWP techniques have enabled filtering,
tunable true-time delays, and wideband phase shifters for microwave signals. The
peculiar advantages of MWP techniques are first of all the operational bandwidths,
and the potential for fast and agile reconfigurability [16]. In this thesis we demon-
strate how, combining those three functionalities, it is possible to implement highly
complex functions such as microwave photonic filtering and optical beamforming
for phased array antennas.

In addition to that, those functionalities can often be implemented even on
a single photonic integrated circuit (PIC). As will be discussed in more detail in
the following, merging the field of integrated optics with microwave photonics can
bring advantages in terms of stability, bulk and performance and, in some cases,
even enable functionalities that are not possible otherwise. Prominent experts in
the field have envisioned the possibility to realize multiple signal processing func-
tionalities using a general purpose integrated photonic processor [16]. As a matter
of fact, as will be more extensively discussed in the following, in recent years more
and more functionalities are being implemented in an integrated optical manner
[17].

3.4 Optical beam forming techniques

The application of MWP technology and techniques to the control of phased array
antennas is the main topic of this thesis. In the present section, optical technology
for phased arrays will be described in its main advantages and principles, including
an overview of the main optical beam forming schemes reported in literature over
the years. The most debated issues related to the use of photonic technology for
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antenna control will be described as well, followed by a description of the current
ideas for possible solutions and performance improvement.

As introduced in Chapter 2, modern communication systems require high per-
formance, innovative and flexible antennas. The required features regard the beam
characteristics, in particular advanced beam control features (e.g. capability of
electronic scanning with no moving parts, with fast and accurate beam scanning re-
solution; squint-free beamsteering; ultra-wide bandwidth; multiple independently
steerable beams), physical characteristics (e.g. in terms of bulk, size, weight; con-
formable shape), high reliability in terms of temperature fluctuation and mechani-
cal stress (that might occur in harsh environment applications such as airborne or
spaceborne platforms) and a relatively low cost. All this is required in order to allow
the diffusion of advanced antenna technology towards a number of applications
ranging from few-count, high-end ones such as radars, remote sensing platforms,
satellite or airborne communication systems, through radio astronomy, air traffic
control, and down to everyday applications as automotive and cellular and/or per-
sonal wireless communications [51].

3.4.1 Phased array technology

In Chapter 2 we have shown how a very attractive way to satisfy the set of require-
ments described above is to use phased array antennas. The array is a discrete set of
elementary antennas (antenna elements, AE) connected by a so-called beamform-
ing network. As such, an array offers an inherently high degree of reliability, due
to the redundance given by the presence of multiple independent elements: if the
array system is well designed, the failure of one or a few element does not affect too
much the overall performance, phenomenon known as graceful degradation. The
main advantage of the discrete construction is the possibility to independently con-
trol the electromagnetic excitation of the basic AEs which, in turn, gives a complete
control over the radiation characteristics, as it has been mathematically shown in
Chapter 2. We have concluded the chapter stating that the performance of the ar-
ray is directly related to the performance of the feeding or beamforming network
(BFN) used to provide the desired complex (amplitude and delay) excitation to the
individual antenna elements.

Generally speaking, a tradeoff exists between the performance of a BFN and
its complexity, intended as size and weight (bulk), reliability, reconfigurability and
cost. In particular, for squint-free beamsteering operation, it has been demonstra-
ted (Chapter 2) that is utterly necessary to realize true time delay (TTD) control of
the AE phase excitations whenever wide bandwidth performance is of interest.

In Chapter 1 we have seen how it is difficult for purely electronic solutions to
realize beamformers simultaneously capable of continuous amplitude and delay
tunability, with broad instantaneous bandwidth and capable to generate large tun-
able delays, thus to feed large arrays. We have also seen how a number of alternative
solutions started to be proposed, such as MEMS, digital beamforming and optical
beamforming.
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3.5 A historical overview

In [51], Curcio et al. gave a thorough review of multiple optical beamforming solu-
tions up to 2006, completed by a careful analysis of the main issues, limits but also
the unique advantages of optically-steered arrays. Here, we summarize his con-
clusions and update the discussion with an overview of the current trends and the
solutions proposed by the experts in the field.

3.5.1 OBF principles

In the previous chapter we have seen how, in phased array technology, a suitable
control over the amplitude and phase of the antenna excitation coefficients allows
a complete reconfigurability of the antenna radiation characteristics. Separate am-
plitude and phase control are generally needed for the purpose. It was also ana-
lyzed, in Sec. 2.4.4, how the type of phase control is a primary factor in determin-
ing the wideband performance of the array. Consequently, two main techniques
in optical beamforming are analyzed: phase control architectures and time control
architectures.

3.5.2 OBF schemes

Independently of the phase or time control architecture, two main schemes for op-
tical beamforming processors can be found in literature. Those have been accu-
rately classified in [51] in direct detection and heterodyne detection schemes. Let
us clarify the difference between those schemes by considering their schematics in
Fig. 3.11.

Both schemes include a number of MWP links, their difference being the signal
carried by link:

• in a direct detection scheme, the MWP links carry the information signals to
be transmitted or received by the elements of the array. Each link contains
the proper time delay or phase shift units that implement the proper phase
weighting directly on the information signal.

• in a heterodyne detection scheme, the MWP links do not carry the informa-
tion signal, but a reference RF signal. This reference signal, after experiencing
phase shift in the optical domain, is downconverted to the electrical domain
and mixed with the RF signal originated from, or to be transmitted by each
individual antenna element. It can be shown that the phase shift experienced
by the RF reference signal translates to a corresponding phase shift on the RF
signal received from, or to be transmitted by the antenna element.

In the following sections, we will briefly analyze the most relevant OBF tech-
niques reported to date, classifying them in two large groups of phase control and
time control techniques.
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3.6 Phase control OBF techniques

Phase control OBF techniques are characterized by the use of photonic techno-
logy for the implementation of microwave phase shifters (PS) for the scope of beam
steering. As widely discussed previously, the use of this technique will result in an-
tenna systems with instantaneous bandwidth limited by frequency squint. Nonethe-
less, this technique has been regarded as a very interesting solution for reconfigura-
ble arrays whose operation can be reconfigured to operate on a very wide frequency
range [52]. The most common schemes are based on a coherent (or heterodyne) de-
tection architecture, as shown in Fig. 3.11(b), while less common are the schemes
based on non-coherent detection architectures.

3.6.1 Coherent approaches

The heterodyne detection architecture uses an optical interferometer with a phase
control unit on one arm, as in the inset of Fig. 3.11(b). The two arms generally
carry signals with different optical frequency, e.g. Ω and (Ω+ωLO). The resulting
beat signal is detected using one (or an array of) photodetector and will have an
RF phase that depends on the optical phase shift provided by the phase shifter in
the optical interferometer. By varying the optical phase shift φLO, it is possible to
control the phase of the resulting beat signal at the PD output, which in turn can be
used to provide the desired phase excitation to a specific antenna element.

A main distinction can be made between systems based on bulk optical devices
and systems based on integrated optical devices. In bulk optics, the phase control
unit is generally referred to as optical control processor (OCP). Generally in bulk
optics the waveforms are combined over a plane known as sampling plane, where
the interference pattern is formed which presents different phase shifts at differ-
ent points on the plane (Fig. 3.12). By spatial sampling of this field (e.g. by means
of an array of fibers) it is possible to obtain multiple optical signals, with different
optical phases, which in turn can be used to feed multiple antenna elements us-
ing the parallel scheme shown in Fig. 3.11(b). Generally, the OCP inserted in the
interferometer can provide control of the multiple optical phases simultaneously.

The OCP can be realized in several different ways, but the most common ap-
proaches [53] use two main categories of devices, namely acousto-optic or liquid
crystal spatial light modulators (SLM). A very clear review of the solutions of this
type proposed up to 1997 has been presented by Riza [53].

Another category of bulk optics devices employs Fourier-transform optical beam-
forming (FT-OBF), where the Fourier transform property of lenses is employed [29].
This approach is based on the fact that the far field antenna pattern is related to the
spatial Fourier transform of the antenna aperture illumination [4]. A replica of the
beam shape to be realized is implemented on a mask and then imaged via the lens
on the sampling plane, in order to generate the desired phase excitation. Again,
a review of the most significant of those works have been presented by Riza [53].
More recent examples of application of this technique to the control of multibeam
planar arrays for telecommunication satellites has been reported in [54]. The pro-



�

�

�

�

�

�

�

�

82 CHAPTER 3. MICROWAVE PHOTONICS AND OPTICAL BEAMFORMING

OPS

sampling

plane

OAC

PD

OCP (optical 

control processor)

PD

Figure 3.12: Bulk optical heterodyning system. OAC: optical amplitude control;
OPS: optical phase shifter.

posed FT-OBF uses an amplitude-only spatial light modulator (A-SLM) to spatially
modulate the optical beam with the same profile as a desired antenna radiation
pattern. Multiple simultaneous beam capability has also been implemented by
employing multiple wavelengths [55]. Beam width control capability was demon-
strated more recently, allowing a variable footprint of the antenna on the Earth sur-
face [56].

As clearly emphasized in [51], bulk optics solutions are generally more attrac-
tive than integrated optical ones for large 2D antenna arrays, since they feature a
hardware-compressive architecture, thanks to the fact that a single OCP can pro-
vide parallel control to a large number of elements simultaneously, because it can
process multiple optical paths simultaneously based on space division multiplex-
ing. As a drawback, the use of bulk optics require high mechanical tolerances and is
more sensitive to vibrations and thermal fluctuations which easily affect the accu-
racy of the optical phases. Integrated optics systems, on the contrary, offer a much
higher phase stability and more accurate control over the optical phases, employ-
ing integrated waveguide interferometers where the phase shifters are realized us-
ing thermo-optical, piezoelectric or electro-optical effect. Their drawback is that
they generally require a separate waveguide per antenna element, thus becoming
much more hardware intensive than the free-space optics solutions. Nonetheless,
the current technological progress in micro and nanofabrication allows an increas-
ingly high level of integration and thus the possibility to integrate a larger and larger
number of waveguides realized with high accuracy. In Chapter 7, we will introduce
a novel technique that promises to overcome this limitation, by employing wave-
length division multiplexing in order to reduce the hardware complexity of inte-
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grated beamformers.
An important issue described by Curcio [51] is also the way the two optical

wavelengths needed at the interferometer input are generated. In fact, in order to
have a working systems, the two optical signals have to keep a specific amplitude
and phase relation in order to generate the desired amplitude and phase on the in-
terference plane. In particular, the two waves should present phase coherence in
order to generate a well-controlled phase for the beat signal and, in turn, for the
optically-generated RF signals. In order to have phase coherence, the most com-
mon techniques use either a single laser source with sufficient coherence length in
conjunction with a frequency shifter on one of the interferometer arms, as shown
in Fig. 3.11(b), or a dual laser source where the phase coherence between the lasers
is kept by injection locking techniques [57].

Integrated optics for phase shifters-based OBF

As already emphasized in the previous sections, of particular interest to our re-
search is the use of integrated optics for microwave signal processing. Photonic in-
tegrated circuits (PIC) have been used starting from the mid-nineties to implement
optically controlled microwave phase shifters for single antenna elements or com-
plete beamformers [51]. The basic operating principle of coherent beamformers in
Fig. 3.11(b) is here implemented on an integrated waveguide form, distinguishing
between schemes employing two lasers or, alternatively, a single laser plus a fre-
quency shifter. Already in 1985, Soref [58] suggested a lithium niobate electro-optic
chip implementing both the function of phase shifter and frequency shifter. The
proposed frequency shift technique is based on the single-side band quadrature
method commonly adopted in electrical communications. This proposed scheme
promised to be realizable in a very compact device but is as well very sensitive to
amplitude and phase variations of the microwave and optical signals employed.
For this reason, several improvements to increase the stability and robustness of
this scheme have been proposed over the years [59, 60], as well as multiple-output
optically-controlled phase shifters in order to feed complete arrays with a single
optical chip, employing a single optical frequency shifter, thus avoiding to replicate
the hardware for all the antenna elements of the array [61]. Horikawa et al. showed
a similar scheme to control 8-elements arrays up to 18 GHz [62]. Additional works
have been proposed using polymers with electro-optical properties: in some cases,
the control of large arrays could be achieved with a single electrical control signal
by properly adjusting the length of the electrodes used to provide the desired phase
shift to the different antenna elements [60, 63].

Additional solutions have been proposed by Stulemeijer [64] who presented a
photonic chip capable of beamsteering a 16 element array with a complete 360 de-
gree phase shift and 20 dB amplitude suppression, based on electro absorption mo-
dulators. Kuhlow and Grosskopf proposed an integrated beamformer using thermo
optic effect on silicon, operating at 60 GHz with continuous phase and amplitude
control [65]. Riza proposed a lithium niobate beamformer feeding up to a hundred
elements based on a surface acoustic wave transducer [66].
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3.6.2 Non-coherent approaches

In his review, Curcio [51] classifies three categories of non-coherent approaches,
namely fiber optic beamforming, in-phase/quadrature (IQ) modulators and optical
injection locking.

Fiber optics have been used since the very beginning of optically fed phased
arrays history, to distribute optical signals to and from active front-ends based on
microwave monolithic integrated circuits (MMIC) [67]. Besides the signal distri-
bution, this allowed also the implementation of phase and true time delay control,
employing either direct or heterodyne detection. To our knowledge, the first IM/DD
scheme of this type was proposed by Benjamin and Seeds in the early nineties with
the name of fiber optic prism [68]. A heterodyne version of the fiber optic prism
has been proposed by Volker [69], allowing to reach even higher frequencies, and
further extended by Belisle to feed a two-dimensional array [70].

Coward et al. [71] proposed an optical integrated IQ phase shifter capable of re-
alizing a reference local oscillator (LO) signal for the scheme in Fig. 3.11(b) which
can be controlled in both amplitude and phase. The operating principle is based
on two lasers cascaded to two MZMs fed by the same reference signal 90-degree
out of phase. The two optical signals are then fed to a photodetector (PD). By in-
dependently varying the bias of the modulators and the intensity of the lasers, it is
possible to generate a reference signal continuosly varying over the 4 quadrants of
the IQ plane. This scheme was further improved in terms of operating bandwidth
by several authors [72, 73]. Riza proposed a beamformer based on the same princi-
ple, but using spatial light modulators (SLM), realized with bidimensional nematic
liquid crystals, as variable attenuators [74]. In this way he added the flexibility of
this solution to the hardware compressive characteristic of the free space architec-
tures, making it suitable for large phased array antennas.

Finally, several authors proposed the use of optical injection locking as a way to
accurately control the phase and frequency of microwave oscillators, to be used to
provide the desired LO signals in the antenna phase control scheme [75–77].

3.7 Time delay control OBF techniques

In Chapter 2 the motivations for using true-time-delay control of phased arrays
have been thoroughly discussed. Correspondingly, optical TTD techniques received
large attention in literature. A brief historical review is presented here based on the
review from Curcio [51].

A signal propagating in a waveguide experiences a group delay τg that depends
on the path length l and on the group velocity in the waveguide, vg

τg = l

vg
(3.39)

In particular, the group delay variation Δτ follows the equation
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Δτg =
∂τg

∂l
Δl + ∂τg

∂vg
Δvg = 1

vg
Δl + l

vg
2 Δvg (3.40)

As a consequence, the group delay can be adjusted by either varying the path
length or acting on the propagation group velocity. This result allows to classify
the time delay beamforming techniques in two large categories, namely variable
length delay lines (VLDL) and variable propagation velocity lines (VPVL) [51]. Dif-
ferent solutions generally offer different performance parameters, in particular in
terms of: (i) complexity, which depends on the architecture of the delay line and
on the number of antenna elements that can be fed with the same control unit;
(ii) continuous or discrete delay control capability, and the directly related quan-
tization errors; (iii) insertion loss, which directly affects the dynamic range of the
system; finally, (iv) bandwidth.

3.7.1 Variable length delay lines

Historically, the first variable optical time delays were of the VLDL type, in partic-
ular they were switched delay lines (SDL), by far the most common type of VLDL
to date. In the latter approach the length of the optical waveguide is changed in
discrete steps by selectively interconnecting a cascade of optical waveguides of dif-
ferent length, by means of suitable optical switches. Many solutions of this type
have been proposed in the following years, employing different types of optical
switching technology (either bulk optics or integrated optics) and delay lines (free
space, fibers or integrated waveguides). Switched delay lines differ in terms of ar-
chitecture, that is, the configuration of the delay line components, which directly
affects the performance in terms of complexity, continuous tunability and loss, and
in terms of technology employed for switches and delay lines.

The main architectures proposed in literature can be classified [78] in three
types, that are: parallel optical delay lines (PADEL), square root optical delay lines
(SRODEL) and binary fiber optical delay lines (BIFODEL). Their schematics are rep-
resented in Fig. 3.13. Most of those architectures are based on a direct detection
scheme, as in Fig. 3.11(a), where the information signals originated from the indi-
vidual antenna elements are being propagated through the delay lines, despite in
some cases [79] a heterodyne detection scheme has been employed. They present
a different level of complexity: for a number B of bits, the PADEL requires 2B delay
lines per each AE, the SRODEL solution requires 2B/2+1 delay lines per AE, while the
BIFODEL is the most component-efficient, requiring only B delays per AE.

The structures described above have been realized in both bulk optics and in-
tegrated optics format. The bulk optics solutions allow to feed large bidimensional
arrays using a limited number of switches thanks to the high degree of parallelism
offered by the spatial light modulators employed, since a single SLM can control
many parallel light beams feeding the same number of AEs. Their drawback lays
mainly in the fact that when the delays are realized in free space the structure be-
comes large and bulky, requiring large free space paths, and offers a limited stability
and robustness against thermal and mechanical stresses, due to the high degree of
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Figure 3.13: SDL architectures: (a) PADEL; (b) SRODEL; (c) BIFODEL (picture from
[51], with permission. Courtesy of the author).
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accuracy required at all times for the free space optical paths. Integrated optical
structures, instead, can offer more compact delay lines for the same amount of de-
lay, thanks to the higher refractive index of the integrated waveguides compared to
free space. The switches can also be more compact and stable, but the waveguide
and switch losses have to be taken in careful account in order to keep a sufficiently
low insertion loss for the system. In both cases, often fiber optics have been used
as a solution for reducing both the bulk (compared to the free space optics case)
as well as the losses (which are lower than in integrated optical waveguides) and to
correspondingly increase the amount of achievable delay.

Bulk optics

For the bulk optics approach, the main difference between the proposed architec-
tures resides in the different types of switching devices have been employed. Dolfi
et al. [80,81] proposed nematic liquid crystal (NLC) SLMs used in conjunction with
polarization beam splitters (PBS) and a corner prism reflector to implement a ba-
sic delay unit based on polarization switching. He configured multiple of those in
a BIFODEL architecture and obtained a beamformer capable of feeding up to ten
thousand independently programmable delay channels.

The proposed structure was improved in the following years by Dolfi himself
and by other researchers. Riza [82] proposed a similar scheme, operating in both
transmit and receive modes, based on direct detection instead of heterodyning in
order to relax the specifications over the time coherence of the laser and reduce
the phase errors due to thermal variations and mechanical vibrations. In addi-
tion, he improved the scanning speed by using two independent systems operating
in time division. With those architectures, for large delays, long free space paths
are required. Other improvements came on the side of compactness by employ-
ing holography [83] or propagating the light beams through a glass instead of in
air, with reduced dimensions and improved robustness [84], or employing winded
fiber optics delays. Those structures allowed to answer the need for large tunable
broadband delays for large antenna arrays.

In 1996 Dolfi et al. provided a demonstration of his proposed BIFODEL, over the
range 2.7-3.1 GHz and with a maximum delay of 1.8 ns tunable with 5 bit accuracy.
They demonstrated squint-free 20 degrees beamsteering with an insertion loss per
delay stage as low as 1.5 dB.

More improvements by Riza et al. brought to a system with 35 μs beam switch-
ing time and a SNR over 96 dB [85] based on ferroelectric liquid crystals (FLC).

For applications at higher frequencies, the delay resolution becomes more and
more important. Improvements in this sense have been achieved by employing a
technique called index switching. With this technique, a 2-states delay line can be
achieved by employing a polarization rotator based on liquid crystal and a birifrin-
gent crystal. By selecting the desired polarization, the rotator allows the propagat-
ing wave to experience either of the two refractive indexes of the material, allowing
a well-controlled delay difference. More units of this type can be arranged in a BI-
FODEL architecture [86] to form a complete beamformer.
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Acousto optic devices have also been employed for VLDLs, where for exam-
ple AOMs were used as optical delay lines switches. In fact, by driving the AOM
with acoustic waves of different frequencies, it is possible to modify the optical de-
flection angle of the light inciding onto it, and thus select the delay line of desired
length within an array [87]. The achieved isolation between delays can be as high
as 30 dB with a loss below 10 dB.

A conceptually very simple technique has been proposed by Herczfeld et al. in
1987 [88], that consists in stretching an optical fiber wrapped around a piezoelectric
material: a continuous variation of the applied field will correspond to a continu-
ous fiber stretch and thus a seamless delay variation. Generally high voltages are
required in order to achieve sufficient time delays.

Integrated optics

For the integrated optics approach, researchers have proposed different switching
technology and have employed either on-chip delays or fiber-based delays.

In 1984 Soref proposed a SRODEL system with delay lines based on fiber optics
and on-chip switches [89]. In 1989, Goutzoulis realized a BIFODEL with gallium ar-
senide switches, with a remarkable maximum delay value around 5 μs, operating in
the 0.5-1 GHz range [90]. The work developed at Hughes Research Labs in 1991 [13]
is particularly meaningful in the field of optically controlled arrays as it represents
the very first demonstration of the wide instantaneous bandwidth and squint-free
operation of a phased array antenna steered by optical means. They presented and
demonstrated a PADEL structure, operating at both L-band and X-band, showing
a beam steering of 28 degrees with 4 degrees resolution, without beam squint. In
1992 Ackerman and co-workers realized a 6 bit time-steered radar in the 3-6 GHz
band, with a max delay around 30 ns and a well-controlled insertion loss [91]. In
the same year, Goutzoulis et al. proposed a TTD based on both electronic and opti-
cal time delays, arranged as a 6-bit BIFODEL. Shortly after, they also demonstrated
its operation using a 16 element array radiating in L-band which was scanned ± 45
degrees without observable squint [92].

Several authors proposed solutions where the delay lines themselves have also
been integrated on-chip. Photonic integrated beamformers have been proposed in
almost all the available integration platforms, such as polymer technology [93–95],
silica [96–99], lithium niobate (LiNbO3) [62], gallium arsenide (GaAs) and indium
phosphide (InP) [100, 101].

In 1992 Sullivan et al. realized a GaAs device with switches and waveguide inte-
grated on the same chip, featuring a maximum delay of 0.5 ns and 2 bits resolution,
with an insertion loss of 3 dB per stage [102]. Silica waveguides have been used
by Ng et al. to show a 4-bit PADEL delay with a maximum delay of approximately
4 ns. In 1991 Yap et al. [103] filed a patent where they propose integrated wave-
guide segments, arranged in a spiral-like layout, and interconnected with multiple
photodetectors, electronic switches and directly modulated lasers in order to have
a series-like active tunable integrated delay line. In 1995 Paquet et al. proposed the
use of thermo-optical switches to implement a delay line based on BIFODEL struc-
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ture and silica waveguides for delay [104]. Wang et al. proposed in 1996 the use of
polymer nonlinear material to implement both switches and delay lines [105].

An innovative approach was proposed by Chen [106], who employed a delay
line where light is coupled into a substrate and it propagates through multiple in-
ternal reflections. Holographic grating couplers are arranged in an array layout and
used to tap off the light after a desired number of bounces, thus varying the amount
of delay. This structure is an intrinsically compact, thanks to the “bounce-like”
propagation of light but, for the same reason, it also suffers high attenuation for
large delays that needs to be compensated for use in beamforming. This structure
has been employed to realize a 6 bit TTD used to feed an 8 element array at K-band,
with a maximum delay of approximately 450 ps.

“MEMS-like” switching techniques have also been employed: Riza employed
micro-actuator switches for fiber delay lines based on piezoelectric effect [107], and
Magel et al. proposed a switch with metallic membranes that are electrostatically
attracted in and out of contact with the optical waveguides, changing the refractive
index and correspondingly the amount of total delay [108].

In 2003, Shi et al. proposed what is possibly the first integrated TTD line with
continuous tunability [109]. Based on the same principle as the demonstration
from Chen, it employs dispersive holographic couplers to provide continuous tun-
able delay.

More recently (2006), F. Soares et al. proposed a 4-AEs, 3-bit true-time-delay
beamformer fully-integrated on a single indium phosphide (InP) chip [110]. Each
TTD uses a 3-bit BIFODEL architecture. The signals to be transmitted by the four
antenna elements are carried by four separate wavelengths, and multiplexed and
demultiplexed using an array waveguide grating (AWG). This solution guarantees a
very fast beam switching (below 40 ns for a complete scan through all the 8 beams),
but only a limited number of delay lines can be implemented on a single chip, lim-
iting both the number of antenna elements and the number of bits. The high fiber-
to-chip losses have been mitigated using specifically-designed spot-size convert-
ers.

3.7.2 Variable propagation velocity lines

In the previous section we have seen that it is not easy to create compact and stable
tunable delay lines. Most of the times, the complexity comes from the need to be
able to connect and switch among a large number of lines of different lengths. It
would be indeed very attractive if it were possible to reconfigure the delay without
need of many different delay lines. In fact, Eq. (3.40) tells us that, in order to real-
ize tunable delay lines, instead of changing the delay line length, it is also possible
to change the speed of the information signal (group velocity) in a waveguide with
the same physical length. For this scope, a number of solutions have been proposed
over the years, in which it has been possible to change delay without changing the
propagation path through the delay line, but by means of relating the amount of
delay to the optical wavelength employed as carrier of the RF signal. Thanks to the
absence of switches, connections and large number of delay lines, this approach
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offers a number of advantages especially in terms of compactness, ease of con-
struction and reliability.

The main techniques to achieve “wavelength-tunable” delays proposed to date
are based on dispersive delay lines, fiber Bragg gratings, structures including ar-
rayed waveguide gratings, or a combination of those. Strictly speaking, only the
dispersive delay line is a variable propagation velocity line (that is, a delay line in
which the group delay is not constant with the optical frequency); nonetheless, his-
torically, all the techniques above have been referred to as VPVLs due to the fact that
they share with the same wavelength tuning mechanism.

High dispersion fibers

As the refractive index of a transmissive optical medium generally depends on fre-
quency, different spectral components travel at different speeds v = c0/(nλ): this
phenomenon is known as group velocity dispersion (GVD) or chromatic disper-
sion. As a consequence, the group delay also depends on frequency.

In 1992 Soref and Esman proposed to use the chromatic dispersion effect in
high dispersion fibers (HDFs) in order to create tunable optical delay lines in asso-
ciation with a tunable laser [111, 112]. By changing the wavelength, the time delay
of the fiber can be changed continuously. The maximum achievable delay can be
varied by variable dispersion and length, while the delay resolution depends on the
limiting factor between laser linewidth and wavelength stability. The insertion loss
depends on fiber coupling and attenuation and can be kept lower than in architec-
tures involving integrated optics.

The most straightforward architecture for a beamformer employing fiber dis-
persion for a N -elements array consists of N tunable lasers, each connected to
an intensity modulator, a high dispersion fiber and a detectors [111] as shown in
Fig. 3.14. By independently tuning the wavelength of each laser, it is possible to in-
dependently change the delay associated to each element of the array. Despite its
high flexibility, this architecture requires a large amount of hardware and complex
control for arrays with many elements.

A less hardware-intensive architecture, known as fiber optic prism (FOP), was
presented by Esman in 1993 [113]. It uses a single tunable laser and modulator,
with N optical channels consisting of HDFs sections of different lengths connected
to normal dispersion fibers (Fig. 3.15). The lengths engineered in such a way to
achieve the desired delay progression along the elements of the array, with equal-
ized delays (thus broadside pointing direction) at the central wavelength. He de-
monstrated a squint-free broadband beamsteering of a 2-elements array over two
octaves in the 2-8 GHz band. The total angular scan of approximately 15 degrees
was demonstrated with a beam steering per unit wavelength tuned of≈ 0.28 deg/nm.

This solution was extended for either transmit or receive modes (Fig. 3.16) [114,
115], or both [116, 117]. As a complete demonstration, Frankel and Esman showed
an 8-elements transmit array in the 2-18 GHz band and a full scanning capability
of ±53 degrees, and a 2-element receiver in the 6-16 GHz band with ±35 degrees,
showing amplitude unbalances among the channels around 3 dB and 15 degrees
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Figure 3.14: High dispersion fiber (HDF) delay lines beamformer (picture from
[51], with permission. Courtesy of the author)

Figure 3.15: High dispersion fiber (HDF) delay lines beamformer: transmit scheme
(picture from [51], with permission. Courtesy of the author)

Figure 3.16: High dispersion fiber (HDF) delay lines beamformer: receive scheme
(picture from [51], with permission. Courtesy of the author)
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mainly due to impedance mismatches in the microwave section.
The main drawbacks of the HDF solution are mainly their bulk, as large arrays

require long fibers to provide large delay tuning ranges, thermal instability, since
the group delay varies sensibly with temperature, creating delay variations and ul-
timately beam pointing errors, and losses for large delays at high RF frequencies.
Nonetheless, thanks to their operating principle, FOP architectures offer a straight-
forward expansion towards multibeam capability. In fact, by wavelength multiplex-
ing different RF signals on the fiber optics network it is possible to create multiple
independent beams simultaneously without duplicating the FOP hardware, pro-
vided that the wavelength spacing is kept sufficiently high to avoid aliasing among
the different RF signals: this, in turn, imposes a lower limit on the angular spacing
between two simultaneous beams in the spatial domain.

Multiple examples of extension of the FOP architecture to the bidimensional
arrays have also been demonstrated. A cascaded, hardware-compressing architec-
ture has been proposed by Frankel et al. [118] in order to feed a 4×4 array with sep-
arable illumination (see Chapter 2) and demonstrated squint-free, independent el-
evation and azimuth steering of ±30 degrees over the 6-18 GHz range, limited only
by the bandwidth of they employed microwave components.

The Naval Research Laboratories (NRL) also showed the first mm-wave opti-
cally controlled antenna, working in Ka-band and with a squintless beamsteering of
±60 degrees, employing piezoelectric fiber stretchers to reach the sub-picosecond
delay resolution required for the high RF frequency [119].

Compared to the scheme initially proposed by Soref, the FOP-based architec-
tures allow the use of a single laser and modulator, providing a remarkable reduc-
tion of complexity. A further step in this direction has been realized with the in-
troduction of the so-called programmable dispersion matrix (PDM) by Tong et al.
in 1996 [120]. Instead of using one fiber per delay element, this approach uses a
common delay line of BIFODEL type, fed by a multiple wavelength laser and a sin-
gle modulator (Fig. 3.17). N wavelengths are employed in a N -elements array. All
the wavelengths propagate through the common delay line and are then separated
at the output using a N -channels wavelength demultiplexer. Each output feeds a
single photodetector (PD) and antenna element. For the receiving scheme, PDs
and MZM are simply swapped. Besides using a common delay lines shared by all
the channels, the main advantage of this structure is that there is no longer need
for tunable sources, instead a fixed multiwavelength laser can be used. As a draw-
back, continuous TTD control is no longer possible due to the BIFODEL structure.
Similarly to the FOP, 2D PDMs have also been proposed [121].

Fiber Bragg gratings

In the previously described HDF approach, very long fibers are needed to provide
large delays, posing problems of thermal stability of the OBFN performance. An
important improvement in this direction came from the use of fiber Bragg gratings
(FBG) as time delay units, first proposed by Ball et all. in 1994 [122] and demonstra-
ted for the first time in 1997 at the Naval Research Laboratory [123, 124]. An FBG
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Figure 3.17: Programmable dispersion matrix (PDM): (a) architecture; (b) beam-
forming scheme (picture from [51], with permission. Courtesy of the
author)

is a distributed Bragg reflector realized in a segment of optical fiber which reflects
specific wavelengths of light [125]. By placing several FBGs with maximum reflec-
tivity at different wavelength along the fiber, it is possible to achieve reflection at
different points on the fiber by changing the wavelength. Including this device in a
scheme employing a circulator, a variable delay line is obtained (Fig. 3.18). In this
sense, the delay tuning mechanism in a FBG-based optical delay is similar to the
one used in HDFs.

MODTL

PD

circulator

FBG

RF input

Figure 3.18: Fiber Bragg grating (FBG) variable delay line

Being the delay based on reflection, it allows to divide by half the length require-
ment for the delay system, with a sensible advantage in terms of bulk, stability and
loss. On the other hand, in order to have a transmissive delay line, the use of a cir-
culator, a Y-junction or a 3 dB coupler is required, adding complexity and extra loss
due to the insertion of an additional component (of at least 6 dB per round-trip).

The minimum achievable delay depends on the spacing of the gratings along
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the fiber. Due to the physical dimensions of the FBG, this creates a lower limit for
the delay resolution of approximately 10 ps, thus limiting the usable RF frequency
to 3-4 GHz [126].

Similarly to the fiber optic prism, Soref proposed the so-called fiber grating
prism, where each element of the array is connected to a fiber with gratings ope-
rating at the same set of wavelengths, but placed at increasing distances from each
other when moving from element to element, as shown in Fig. 3.19. In this way,
employing a single tunable laser and an optical splitter, it was possible to address a
specific set of FBGs and create a specific beam pointing direction.

Figure 3.19: Fiber Bragg grating prism (picture from [51], with permission. Cour-
tesy of the author)

As soon as chirped fiber Bragg gratings (CFBG) became available, the limita-
tion in the achievable time resolution could be solved. In fact, in a chirped grating,
the period of the grating varies with the position along the grating itself, allowing
to implement a broadband reflector, where different wavelengths are reflected at
different points within the grating. From our point of view, that is, when a CFBG
is used as a delay line, a wavelength-selective reflectivity within the length of the
grating is possible, enabling a very fine tuning of the effective reflection point and,
in turn, a very fine delay tuning accuracy.

Corral et al. [127] proposed a scheme with a single broadband CFBG, fed by an
array of independently tunable lasers, a wavelength combiner and a demultiplexer,
as in Fig. 3.20, similar to the scheme of the programmable dispersion matrix shown
before.

A similar architecture using multiple CFBG (Fig. 3.21) allows to reduce the num-
ber of laser sources and of the wavelength demultiplexer, in a very similar way to
the FBG prism in Fig. 3.19. In addition to that, having separate CFBGs adds more
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Figure 3.20: Chirped fiber Bragg grating (CFBG) beamformer architecture (picture
from [51], with permission. Courtesy of the author)

flexibility in the phase distribution, while adding more lasers is now a straightfor-
ward way to achieve multibeam capability [128] .

Solutions to increase the delay tuning accuracy were proposed that use for ex-
ample mechanical strain [129] or strain and temperature obtaining a resolution in
the picosecond range [130].

Arrayed waveguide gratings

An interesting approach employed for wavelength-selective routing of signals thro-
ugh delay lines of different length is based on the use of arrayed waveguide gratings
(AWG, or phasar). First proposed by Smit [131], this multiport device allows to se-
lectively route the power from the input to a specific output, based on its frequency.
By connecting lines of different lengths to the ports, as represented in Fig. 3.22, is
again possible to select the desired delay line by varying the carrier wavelength.

The first example of employing an AWG for beamforming dates back to 1996
when Jalali‘s group [132] demonstrated a wavelength selective time delay based on
a recirculating AWG. They implemented an 8-bits TTD employing silica waveguide
delay lines in C-band (1550 nm) and with 0.8 nm channel spacing. The main issue
in this scheme is the temperature fluctuation of the spectral response of the phasar,
with a drift of approximately 1 GHz per degree centigrade, which can be easily com-
pensated using active temperature stabilization whenever the application requires
operation in highly varying environmental conditions.

A similar example of a fully-integrated beamformer was proposed by Soares
[110] who implemented the structure in InP technology. Four separate wavelengths
are generated by four different lasers, are multiplexed and then inserted on the chip
where an AWG is used to demultiplex and route them to four different delay lines.
One has a fixed length and is used as reference, while the other three are switched
with a BIFODEL architecture with 3-bits each. The delayed signals are then recom-
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Figure 3.21: Chirped fiber Bragg grating beamformer architecture using multiple
CFBGs and a single tunable laser source (picture from [51], with per-
mission. Courtesy of the author)

Figure 3.22: Variable delay line based on an arrayed waveguide grating (AWG) (pic-
ture from [51], with permission. Courtesy of the author)
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bined using the same AWG and routed to the output, where they can be demulti-
plexed and used to feed an array of PDs connected to the individual antennas. The
limitation in the InP wafer dimension does not allow to realize beamformers with
a larger number of bits and to feed arrays with more than 4 elements. To overcome
this problem, Soares also proposed a version where only the AWG is implemented
on chip, and the delays are obtained via optical fibers. Unfortunately, the mode
profile in the InP waveguide is much smaller than the one in the fiber, and this cre-
ates high fiber-to-chip coupling losses. For this reason, the latter architecture relies
heavily on the use of specifically designed spot-size converters in order to keep the
losses within an acceptable limit.

Bi-dimensional beamformers were also presented, where separate cascaded sta-
ges are used for azimuth and elevation control [133]. Differently from the 2D archi-
tecture described for HDFs, here no RF downconversion is performed between the
two stages, instead a wavelength conversion is operated by means of a semicon-
ductor optical amplifier (SOA).

Vidal et al. proposed a very interesting solution where they combined AWGs
with HDFs in order to realize multi-beam architecture, exploiting the frequency
periodicity of the AWG [134, 135].

3.8 Recent developments

More recently, a number of novel technologies became available and allowed demon-
strations of novel type of optical beamforming schemes.

Yi et al. recently proposed the use of the use of liquid crystal on silicon to im-
plement a continuosly tunable beamformer, based either on constant phase shift in
frequency [52] or true time delay [136]. The authors employed a commercial Wave
Shaper from Finisar Inc.

Very recently, Sancho et al. demostrated the use of a single, very compact and
low-loss photonic crystal to implement multiple variable true time delays for mi-
crowave photonic filtering applications [137]. The operation is based on the slow-
light properties of photonic crystals, in which the group delay can be increased to
very high values depending on the wavelength. Photonic crystals have attracted
much attention in the past, but lost attention due to the extreme difficulty in their
realization. The authors demonstrated a a 1.5 mm long device capable to gener-
ate delays as high as 70 ps while keeping the losses below 10 dB, over the complete
0-50 GHz band. The demonstration was conducted by configuring the photonic
crystal to implement a multitap microwave photonic filter, with a very similar con-
figuration to the one shown in Fig. 3.21, where multiple laser sources can be inde-
pendently tuned to achieve different time delays from a single device.

3.8.1 Conclusions and target for the thesis

From the historical overview given above, it is important to draw some useful con-
clusions that can help us to proceed towards the design of innovative beamformers
with improved performance.
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A very important observation is the following. Let us remember that the main
reason for introducing optical solutions has been mainly the need to provide large
delays in conjunction with broad bandwidths and limited bulk, with flexible, seam-
less and fast delay control. In some of the previously analyzed solutions, however,
it appears that the optical solutions can also become very bulky and heavy when
increasing the delay, in fact vanishing the advantage initially expected from the in-
troduction of the photonics solutions.

In particular, bulk optics and fiber based solutions can become very large and
heavy when large delays are needed, while integrated solutions generally cannot
provide very high delay amounts. As a consequence, we have seen how researchers
have introduced solutions based on two “combat lines”:

1. use as small and simple TTDs as possible (for the same amount of delay);

2. use as few TTDs as possible (for the same number of antenna elements).

The first point has been addressed by (i) proposing delay lines architectures that
reuse the same delay sections (e.g. BIFODEL) to provide multiple delay values, and
(ii) solutions increasing the refractive index instead of the physical length of the
structures (e.g. materials with high refractive index) and dispersion (e.g. HDFs).
More recently, a novel approach has been the one to increase the delay by using
structural resonances enhancing the delay (e.g. ORRs).

The second point was addressed mainly by employing space multiplexing, as in
bulk optics, where a single delay unit can handle up to thousands of parallel light
beams that carry the delay information for the same number of antenna elements,
or wavelength division multiplexing, as in PDM or CFBG.

In this thesis, we aim at addressing all points, by

1. delay reuse structure (binary tree)

2. structural delay enhancement via creation of resonance (ORRs) and also

3. multi-wavelength (MWL) architecture for WDM (Chapter 7)

3.9 Limitations, current trends and solutions

As in many other technological fields, also in the field of antenna beamforming
the main issue is the balance between system performance on one side, and the
complexity and cost of the proposed solution on the other. The main characteristic
defining the performance are related to a number of important parameters, such as
angular resolution, maximum scan angle, beam shaping capability, number of (re-
configurable) simultaneous beams, possibility of simultaneous operation in trans-
mission and reception and, finally, speed of reconfigurability. In addition to that,
following the discussion on the performance analysis of analog optical links given
in the previous sections, it is clear how important at system level are parameters
like insertion loss, dynamic range and signal to noise ratio.
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The characteristics mentioned above are typically used to evaluate any beam-
forming system. Considering those performance parameters, optical beamforming
attracted attention starting from the eighties, mainly because it promised major ad-
vantages in terms of extremely wide bandwidth (several hundreds GHz) in optical
fibers, low weight, low cost and immunity to electromagnetic interference (offered
by optical fibers when compared to coaxial cables or other microwave transmis-
sion lines), in conjunction with the possibility to provide large amounts of delay
(and thus the capability to feed very large arrays) and to provide easy clock and lo-
cal oscillator signal distribution, thanks to the extremely low fiber loss compared
to other types of transmission lines. The promise of those breakthrough capabili-
ties has been the engine which pushed the development of not only optical beam-
forming research, but which had the merit to generate interest in the whole field of
microwave photonics, which nowadays spans over a much larger range of novel ap-
plications, compared to the mere replacement of functions traditionally performed
using RF technology [12, 16].

Nonetheless, as Herczfeld et al. noted in recent years [138], in the past four
decades a considerable amount of important research results has been generated,
but no major application emerged. An accurate analysis of the situations brought
the major experts in the fields to draw the conclusion that the main problems in
MWP are the following:

• Limited gain / dynamic range performance. OBFs often present high con-
version loss and low dynamic range (especially in receive mode), thus their
performance in those terms is often lower compared to the RF systems they
aim to replace. This is mainly due to the low link gain and the inherent non-
linearity of the intensity modulated-direct detection (IM/DD) MPL commonly
employed.

• High cost and low reliability. Most OBF systems are are often based on com-
plex assemblies composed by long fiber optics and/or bulk optical devices,
which in the chosen configurations can be very sensitive to thermal and me-
chanical stress. In addition, those systems are generally assembled manually,
based on expensive off-the-shelf optical and RF components, thus bringing
low yield and very high cost.

• Advances in digital and RF electronics. The possibility to implement extremely
flexible, real time digital beamforming processors created a very attractive
alternative to analog RF beamformers in many fields of applications (e.g. ra-
dioastronomy), reducing the interest in optical solutions. Analog RF techno-
logy is also showing a fast pace of evolution towards higher frequency and
broader instantaneous bandwidths.

• Natural resistance of microwave engineers to the optical approach. Consid-
ering the previous weaknesses of photonic solutions, microwave engineers
gradually abandoned the idea that optical approach could be a solution, de-
spite the need is still present.
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In fact, to date, there is a number of application fields where no microwave or
digital beamforming solution is yet capable of providing the desired beamforming
performance. This is particularly true for very large arrays where broadband and
continuous delay tunability is required, or for the envisioned array systems ope-
rating at frequencies up and well into the THz frequency range. In those fields, to
date the optical solution appears to be the only candidate [2]. In those cases, the
advantages of photonic solutions overcome the mentioned drawbacks in a number
of applications. One example is given by airborne and spaceborne systems, where
there is need to realize multiple beams with fast beam switching capability, with
strict constraints of weight and bulk. Optical technology can also provide a solu-
tion for large phased array antennas operating over a large bandwidth, for which
to date no electronic solution can provide the desired performance, as well as for
arrays operating at extremely high frequency, making unpractical to realize purely
electronic delay lines due to the high losses.

Since the need for the advantages offered by optical solution is still present, the
researchers in the field are looking into ways to solve the main limitations of high
cost, low reliability and poor performance by two main combined lines of action:

• Introduction of novel MWP link schemes that can provide the required SFDR
characteristics to match the purely electronic solutions: the inherent non-
linearity of the IM/DD analog links can be overcome by employing phase
modulated (PM) optical links: modulation is direct and linear, and the main
challenge moves to the detector/demodulator realization. A number of very
attractive solutions, both coherent and non-coherent for phase demodula-
tion have been proposed in recent years [16,17,139]. Very recently, an optical
beamformer based on phase modulated links has been proposed [140, 141].

• Implementation of beamforming (and, more in general, multiple microwave
photonics functionalities) in an integrated optical form. The progress in inte-
grated optics allows to realize many of the same functionalities traditionally
performed with fibers or bulk optics on a single chip, often realized with a
CMOS compatible process. Similarly to the integrated microelectronic revo-
lution, photonic integration brings a number of fundamental breakthrough
advantages, mainly a substantial reduction of size, weight and unit cost, hi-
gher yield and a revolutionary improvement in the performance thanks to
the high accuracy that modern fabrication techniques allow.

3.9.1 Integrated Microwave Photonics (IMWP)

In Section 3.3 we have briefly described the fields of application of microwave pho-
tonics, emphasizing the specific advantages that the MWP technique can add with
respect to purely RF solutions. A number of laboratory demonstrations have de-
monstrated the capabilities of those solutions; nonetheless, in real life applications,
not many MWP systems have been deployed nor have reached a widespread diffu-
sion.



�

�

�

�

�

�

�

�

3.9. LIMITATIONS, CURRENT TRENDS AND SOLUTIONS 101

A number of factors have been identified as the reason of this delay in a large-
base diffusion of MWP solutions. The first factor is closely linked to the fact that
the MWP systems are based on MWP links which do not yet offer sufficient perfor-
mance in terms of dynamic range. For example, in optical beamforming, in Sec-
tion 3.4 we have shown MWP processors with impressive performance in terms of
true-time-delay bandwidth and gain flatness that in some cases are demonstra-
ted over bandwidths in excess of tens of GHz, but their dynamic range is not suf-
ficient to actually replace deployed traditional microwave solutions. This has re-
cently been identified [12] to be the limiting factor of optical beamforming and the
reason of the decrease of interest in the last years over this specific topic. Same con-
siderations can be applied to several recent demonstration of MWP pulse shaping
techniques.

Other factors which are at least as important, are reliability and cost. Most of the
demonstrated MWP systems are composed by discrete (mostly off-the-shelf) pho-
tonic and RF-photonic components, such as laser sources, modulators, fiber pig-
tails, polarization controllers, prisms, photodetectors, and more. This poses sev-
eral issues that are not easy to solve. For example, the size of the complete system
can easily become very large, despite most of it will be composed by the packages
and by the fiber pigtails used for interconnection of the separate photonic com-
ponents. Fiber connections are delicate, sensitive to temperature variations and
mechanical stress, and all this affects the system sturdiness and reliability. In ad-
dition to that, the materials and the work necessary for packaging add substantial
cost to the complete system. For components that need to be temperature stabi-
lized, the presence of multiple components with individual packages will in most
cases require multiple independent temperature control systems, adding extra bulk
and cost. Those factors have sensibly slowed down the deployment of microwave
photonic solutions for the replacement of pure-RF solutions.

When the aforementioned problems (power consumption, cost and reliabil-
ity) could be removed, it would be possible to fully exploit the promised ultra-
broadband and reconfigurability performance of MWP systems, giving them the
capabilities to replace not only coaxial cables for signal transport, but also a num-
ber of pure-microwave analog processing devices.

The major experts in the field [15, 16] believe that an answer to this problem
could come from RF photonic integration. Similarly to what happened to elec-
tronics with large scale integration using CMOS technology, or analog microwave
monolithic integrated circuits (MMIC) for high-frequency applications, photonic
integration allows a number of benefits in terms of footprint reduction, reduced
inter-element coupling losses, packaging costs and reduced power dissipation while
bringing the potential of increasing system performance. In fact, the reduced com-
ponents size and the absence of optical fibers increases the optical phase stability
and reduces temperature sensitivity compared to the use of discrete components
connected by fiber pigtails. A number of systems, for example the ones that require
low propagation delays, as optical phase locked loops, or the ones that need the
integration of a large number of multiple basic building blocks (BBB), such as opti-
cal beamformers for large antenna arrays, might not even be realizable without an
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integrated approach. In these terms, photonic integration becomes not only a way
to bring performance a step forward, but instead a real enabling technology for a
number of signal processing functions.

As clearly described in [17], the recent trend of large-scale photonic integrated
circuit (PIC) technology driven by high-capacity “digital” optical communications
has definitely influenced the progress of integrated microwave photonics, provid-
ing a ground of different technologies that have been investigated for the scope of
providing the best possible integration platform. Indeed, as such, this trend has
followed the requirements and needs of the driving application, that is, providing
PICs with very high speed, high component counts and as the possibility to inte-
grate as many diverse functionalities as possible on a single chip [142]. In fact, in
digital optical communications the integration capability has benefited a higher
priority with respect to the optimal performance for each individual functionality
(e.g. modulation, propagation loss, optical amplification, etc.). Microwave photon-
ics application, instead, have to deal with very stringent performance requirements
deriving from their scope of handling “analog” optical signals. For this reason, in
most cases, in order to have performant and effective MWP systems, the priority in
the choice of the integration approach should be the highest possible performance
for the individual functions. In addition to this consideration, the MWP techniques
address a much lower volume market when compared to optical digital communi-
cations. As a consequence, the authors of [17] are convinced that those differences
will induce the PIC producers to take a different, novel approach to the realization
of MWP PICs, that takes into considerations the specific needs of the MWP appli-
cations.

Two excellent reviews of the history, status and progress of the application of
integrated technology to microwave photonics, including the most representative
examples in all its fields of application, have been given by Marpaung et al. in [17]
and by Capmany et al. in [16].
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4
System Analysis and Design

The present chapter describes the system analysis and design of the optical integrated
beamfomers that have been realized and demonstrated in this work. The description
starts from the basic building blocks – delays and combiners – and continues towards
the integration of those to form a complex processing network. The network, in turn,
is inserted into the antenna processing system and the performance of the system is
then analyzed analytically. The system analysis allows the performance evaluation,
in terms of signal to noise ratio, at the output of the OBFN system, providing an effi-
cient design method for the microwave photonic processor.
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4.1 Basic Building Blocks of the OBFN

Chapter 2 introduced the basic functions to be performed by a beamforming net-
work, namely, amplitude control, delay control and signal splitting/combining. Those
functions are all elegantly summarized in the equation of the array factor, Eq. (2.47).

In the approach employed in this research work, those basic beamforming func-
tions are realized using a physical network, the beamforming network, which em-
ploys optical technology. In the previous chapter an overview of possible optical
beamforming solutions was given, comparing their performance criteria in terms
of bandwidth, flexibility of operation and tunability, bulk and cost. Among the vari-
ous possibilities of implementation, we have highlighted the advantages of an inte-
grated photonic approach in terms of compactness, lightweight, cost, programma-
bility, EMI immunity, robustness. In this section, the architecture of an integrated
optical beamformer based on optical ring resonators (ORRs) will be described.

The discussion reported in the following three sections has been clearly pre-
sented by Meijerink et al. in [33], where a description of the basic building blocks,
the network architecture and a system analysis is given. Here we report a summary
of those results which has been extended in order to fit the scope of this thesis.

4.1.1 Delay elements

Let us consider a receiving phased array antenna (PAA). Each antenna element (AE)
can be seen as capable of generating an RF signal which has to be processed by the
beamformer of the array, according to the mathematical description of array theory
given in Chapter 2. The basic operation performed by the array beamformer is to
modify amplitude and phase relation among the individual AE signals, as desired
to form the desired beam pattern, and to combine them into a single RF signal, as
visible in the schematic of Fig. 2.13.

In subsection 2.4.4 of Chapter 2 the requirements for a wideband beamformer
has been given, in terms of a linear phase response being required in each delay
path.

Delay based on transmission lines

The desired wideband linear characteristic for a delay unit, expressed in Eq. (2.109),
can be obtained by using a physical delay line. The specific length corresponds to
a specific slope for the phase response, thus to a specific amount of group delay on
the AE signal being processed.

As discussed in Subsection 2.4.4, a physical delay line gives the desired linear
phase characteristic as long as dispersive effects are negligible. To overcome this
limitation, optical delay lines have been proposed as a promising solution, offer-
ing an extremely large bandwidth when compared to any type of RF delay line, and
extremely low losses, being the latter also a very important requirement for an an-
tenna feeding network, as will be discussed and demonstrated in the System analy-
sis section of this chapter.
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Nonetheless, a physical delay line is usually a bulky solution and, most impor-
tantly, it does not easily allow continuous tunability, since it is generally not possi-
ble or difficult to tune continuosly, reversibly and rapidly the length of a transmis-
sion line. The characteristic of seamless tunability is needed in order to be able to
generate an arbitrary beam pointing direction, which is of primary importance in
many applications, namely, radio astronomy, mobile personal communications, or
satellite reception.

Delays based on optical filters

Apart from using delay lines of different physical lengths, an attractive possibility to
modify the time delay of an RF signal is to employ optical filters in which the group
delay response can be modified as desired. In fact, when an optical carrier is mod-
ulated by an RF signal, propagates through an optical waveguide and is converted
back to electrical domain by a photodetector, the effective time delay experienced
by the RF signal is given by the group delay of the optical waveguide. Now, the group
delay can be modified either by modifying the length of the optical waveguide, or
by including a filter with tunable group delay response.

Optical ring resonators (ORRs)

As described in [143], an extremely compact and very effective way of implement-
ing continuous tunability for the group delay of an optical waveguide is to exploit
the properties of optical filters based on ring resonators [99, 144, 145]. By placing a
ring waveguide structure in proximity of the waveguide, and by varying its coupling
factor to the waveguide, it is possible to implement a tunable optical filter called op-
tical ring resonator (ORR). Such a filter has a time-discrete impulse response and,
equivalently, a frequency-periodic transfer function. This type of structure can be
easily modelled as a digital filter, as explained in more detail in [146] where an ana-
litical expression for the filter transfer function has been calculated. The period of
the transfer function is called free spectral range (FSR) and equals the inverse of the
round trip time of the ring, τr or RT T 1.

1The circumference of the ring determines its round-trip time (RT T ):

RT T = L ·Ng

c
= L

vg
[s] (4.1)

Where RT T is the round trip time, L is the circumference of the ORR, Ng is the group index and vg is
the group velocity in the optical waveguide. The F SR of the ring resonator is the inverse of the RT T :

F SR = 1

RT T
[Hz] (4.2)

For reduced OBFN chip dimensions, it is desired to reduce the circumference L to the minimum. The
minimum dimension of the ring is given by the minimum waveguide bending radius that can be reliably
realized with the technological process which gives an acceptable loss, and the minimum length of a
tunable Mach-Zehnder interferometer. In fact, the realized ORRs have a race-track shape, where the
bends radius is determined by the minimum waveguide bending radius, and the length of the MZI is
determined by the length of the directional couplers and of the tuning element (heater) [147].
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In the ideal case of a lossless waveguide, the ORR operates as an all-pass filter,
with a unitary magnitude transfer function, and with a phase response showing 2π
phase transitions centered at the frequencies for which the resonance condition is
satisfied, that is, when the ring length corresponds to an integer number of wave-
lengths.

The phase response of the ORR can be derived as shown in [143] and is ex-
pressed as

Φ(Ω) = arctan

[ r
1−κ sin(Ω+φ)

1− r
1−κ cos(Ω+φ)

]
−arctan

[
r
�

1−κsin(Ω+φ)

1− r
�

1−κcos(Ω+φ)

]
(4.3)

where Ω is the optical frequency, r is the amplitude transmission factor of the ring
cavity (r = e−αL), φ is the phase shift in the ring waveguide, and κ is the power
coupling coefficient, or coupling factor, between the input-output waveguide and
the ring waveguide. The propagation loss of the waveguide expressed in dB/cm can
be expressed as [143]

Pl = 20log(eα) = 20α log(e) ≈ 8.686α [dB/cm] (4.4)

Those parameters control the phase response of the ORR filter. The value of the
power coupling coefficient κ determines the quality factor of the resonator, while
the phase shift φ controls the actual resonance frequency at which the resonance
occurs. The phase response is plotted in Fig. 4.1 for different values of φ (Fig. 4.1,
top left) and κ (Fig. 4.1, top right).

The group delay response of the filter can be calculated by differentiation of the
phase response with respect to frequency. In fact, the relation between phase and
group delay is

τ(Ω) = ∂Φ(Ω)

∂Ω
(4.5)

The resulting expression for the group delay is [143]

τ(Ω) = r
�

1−κcos(Ω+φ)− r 2
�

1−κ

1−2r
�

1−κcos(Ω+φ)+ r 2
�

1−κ
+ r 2 − r

�
1−κcos(Ω+φ)

1−κ−2r
�

1−κcos(Ω+φ)+ r 2
(4.6)

This delay response can be plotted with respect to frequency over one FSR. Again
it is possible to notice the effect of the parameters κ and φ on the delay charac-
teristics. The delay response is plotted in Fig. 4.1 for different values of φ (Fig. 4.1,
bottom left) and κ (Fig. 4.1, bottom right). The peak value of the delay is approxi-
mately inversely proportional to the width of the curve, since the area underneath
the delay curve in one period is always equal to one [33]. This imposes a trade-off
between the highest delay value and the bandwidth over which the delay can be
provided.

For our purpose of implementing a compact and continuously tunable delay
line, it should be noticed that the ORR offers a linear phase slope or, equivalently,
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Figure 4.1: Phase response (top) and delay response (bottom) of a single ring res-
onator for different values of the phase shift in the ring φ (left) and of
the coupling coefficient κ (right) (picture edited from [143], with per-
mission).
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a flat delay response, in a limited neighbourhood of the resonance frequency, as
respectively shown in the top right and bottom right graphs of Fig. 4.1. In fact, we
can define an interval of frequencies [ fres− fε, fres+ fε] in which the phase response
approximates the desired linear phase characteristic sufficiently well, meaning that
the actual phase response of the ORR differs from the desired linear phase charac-
teristic less than a maximum phase error φε that can be chosen as little as desired.

Delay bandwidth

In the antenna applications, the deviation φε between the desired phase and the
actual phase should be as little as possible, ideally zero, to avoid degradation of the
produced array factor [4]. For this purpose, a maximum value for the phase error
can be determined from the system specifications. In practice, from Fig. 4.1 it can
be seen that the bandwidth [ fres − fε, fres + fε] in which the delay is sufficiently flat
(or the phase response is sufficiently linear) reduces by increasing the amount of
delay (or increasing the phase slope).

This condition, together with the consideration described so far, leads to the
important conclusion

• For a fixed value of maximum phase error, the frequency interval over which
the phase error is below the allowed maximum decreases when increasing the
amount of required delay, and vice versa.

This statement expresses the inherent trade-off between bandwidth and group
delay given when using a single ORR as a group delay element. According to the
discussion done so far, this value will determine a maximum frequency interval, or
frequency band, over which the delay element can be effectively used.

Multi-ring resonator delay units

The limitation imposed by the bandwidth-delay trade-off given by a single ORR fil-
ter can be removed by cascading multiple ORRs units. Because of their full tunabil-
ity, it is possible to cascade more ORR units and tune them in order to approximate
the desired phase response over a wider bandwidth (see dotted line in Fig. 4.2), with
no inherent percentage bandwidth limitation.

The total response of a cascade of linear time-invariant (LTI) filters can be ob-
tained as the product of the individual responses. As a consequence, the total phase
response of the cascade is the sum of the phase responses of the individual ORR fil-
ters, and so is for the group delay response. Thanks to the full tunability of the
individual delay responses, in terms of both resonance frequency and quality fac-
tor (Fig. 4.1), it is possible compose the responses and consequently to shape the
total group delay response in such a way to give a flat delay response over a larger
bandwidth than when using a single ring resonator. Equivalently, this corresponds
to a phase response that can be kept approximately linear, with a phase error (be-
low the maximum imposed by the specifications) over a larger frequency band than
when using a single ORR. This is shown for the example of three ORRs in Fig. 4.2.
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Figure 4.2: Phase response of a single ring resonator (red solid line) and of the cas-
cade of 3 ring resonators (blue dotted line) compared with the phase
response of an ideal delay line (green dashed line)

Similarly to the discussion given for a single ORR, in case of a delay element
composed by multiple ORRs it can be observed that

• In an optical delay line composed by a cascade of multiple ORRs, a trade-off
exists among maximum delay, delay bandwidth, phase error (or delay ripple)
and number of ORRs.

In practice, given the required group delay τg , the ripple φε can be made ar-
bitrarily small by either bringing the resonance frequencies of the different ORRs
closer to each other (thus reducing the delay bandwidth, BW ) or by increasing the
number of rings N of the cascade (thus increasing the complexity of the delay ele-
ment).

In the common case of a practical antenna array application, the operating
bandwidth is generally specified; the maximum tolerated phase error can be de-
rived from the specifications in terms of beam pointing accuracy; the maximum
delay for each delay section is determined in conjunction with the maximum steer-
ing angle and by the array architecture. In this case, the complexity of the delay
elements increases when reducing the tolerable phase error, and with increasing
values of the required maximum delay and the required optical bandwidth. The
final complexity of the delay units and, in turn, of the complete beamformer, will
depend upon those factors as well as the spectral efficiency of the chosen optical
modulation format, as will be described in more detail in the following discussion.

4.1.2 Optical combiners

The summation in Eq. (2.47) indicates that the signals received by the individual
elements must be combined not only with specific delays, but also with proper am-
plitude weighting terms in order to form the beam pattern according to the desired
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Figure 4.3: Schematic layout of a Mach-Zehnder interferometer used as combiner

array design criteria [148]. This can be achieved by properly tuning the coupling
ratio among the signals originating from the individual antenna elements.

For this purpose, it is desirable to have a combining unit that can be tunable
through a wide range of values (coupling factor ideally ranging from 0 to 1). In this
way, it is possible to combine two channels and provide them with the desired am-
plitude coefficient using a single device. A possible solution can be implemented in
integrated optics by employing the Mach-Zehnder interferometer (MZI) structure,
which consists of two cascaded 3 dB couplers connected by two optical waveguide
branches, with a tunable optical phase shifter in one arm [143, 147]. A schematic
view is shown in Fig. 4.3.

4.2 Network Architecture

Thanks to the integration possibilities offered by integrated optical technology [24],
the individual delay elements and the optical combiners described in Subsections
4.1.1 and 4.1.2 can be properly arranged in a single optical chip, in order to create
different programmable delay paths between each input (corresponding to an indi-
vidual antenna element) and the output, with tunable delay and amplitude levels.

An example of a binary-tree OBFN is shown in Fig. 4.4 for a 16×1 OBFN, con-
sisting of four sections, 16 inputs ports and 1 output port. In this design we employ
a binary-tree topology, which allows to realize increasing tuning delay ranges as
required in a linear phased array. The path connecting Input 1 to the output is con-
sidered the reference path, the one with minimum delay. A binary-tree structure
allows to generate the desired delay and amplitude profile distribution [148], (see
Chapter 2), and at the same time to minimize the complexity of the network, as
shown for example in [33]. Different architectures can also be of interest in other
cases, as highlighted for example in [143] and in Chapter 7.

The final architecture of the beamformer will be designed based on several as-
pects. First of all, the number of input-output channels will depend on the num-
ber of antenna elements of the array, in conjunction for example with the fact that
there might or might not be a pre-combining of the multiple AEs in the electri-
cal domain before optical processing. The type of array (linear, planar, or confor-
mal), the operating RF frequency, the antenna element spacing and the maximum
required beam steering angle will determine the amount of delay needed in each
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Figure 4.4: Schematic layout of a binary-tree 16×1 OBFN

path, and thus, according to the discussion given in an earlier stage, the complex-
ity of each delay unit. Another important aspect to determine the complexity of
the delay units is the required optical bandwidth, that depends on the operating
RF bandwidth, and the optical modulation technique that will be employed when
converting the RF signal to a modulated optical signal, a necessary step in order to
perform the RF signal processing in the optical domain (see Chapter 3).

Given this large number of factors influencing the design of a beamformer, dif-
ferent aspects will be discussed in separate sections. First, the possible modulation
techniques will be overviewed and the chosen one will be described in more detail.
Then, a system analysis will be given in the general case. Finally, a case study will
be considered and the design of the corresponding beamformer will be described
in detail. One of the scopes of this chapter is to provide a design tool for OBFNs
based on ORR delay units. The case study can be seen as an example of design that
can be used as a guide to multiple other specific cases.

4.3 System Analysis

In the practical applications, the optical beam forming network constitutes the pro-
cessing core of an optically beamformed antenna array system. This system is com-
posed by multiple parts and components. The choice of (i) the signal processing
technique employed, (ii) the system architecture, and (iii) the components and
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their parameters will determine the final performance of the phased array system.
Those three items will be discussed in the following subsections.

The optical beam forming network is incorporated in what will be referred to as
optical beam forming system. A schematic of the OBFN system is shown in Fig. 4.5.

Optical

Beam

Forming

Network

(OBFN)

Modulator

array

Laser

source

Beamformer

control system

Array

Antenna

Receiver

Electrical Optical Electrical

Detector

Figure 4.5: System setup of the optical beam forming system for phased array an-
tennas

4.3.1 Photonic Signal Processing Techniques

As discussed in Chapter 3, in a microwave photonic signal processing system the
RF signal to be processed has to be converted to the optical domain, and converted
back to the electrical domain, respectively prior and after optical processing. The
way in which the E/O conversion is performed will influence the choice of the tech-
nique to be employed in the inverse O/E conversion. A complete discussion on
the design of optical modulation and detection scheme for the integrated optical
beamformer has been presented in [33] and is summarized here.

The aim that is kept into consideration when choosing the modulation and de-
tection techniques for optical beamforming is threefold. First, the trade-off be-
tween bandwidth, amount of delay, delay ripple and complexity of the delay el-
ement described before requires to keep the optical delay bandwidth as small as
possible in order to simplify the structure of the individual delay elements and, ul-
timately of the OBFN chip itself. In addition to that, the modulation and detec-
tion schemes should be as simple and low-cost as possible to implement, espe-
cially in the case of complex beamformers feeding an array with a large number
of antenna elements. Finally, according to the discussion given in Chapter 3, any
microwave photonic processing system is required to have a minimum impact on
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the spurious-free dynamic range of the total system, that should be kept as large
as possible. This translates into the requirement to keep loss, noise and non-linear
distortion of the processor as low as possible.

Narrowband optical sources

A first design step in order to keep a low bandwidth need for the delay element, is
to choose light sources that are narrowband when compared to the bandwidth of
the modulating information signals. In this way, the bandwidth of the modulated
optical signals to be processed will be determined by the optical modulation, and
not by the bandwidth of the optical source signal.

Direct modulation vs external modulation

After choosing the type of optical source, we need to choose the most suitable type
of optical modulation, again taking into consideration the aforementioned criteria
of bandwidth, simplicity, and impact on the dynamic range. The simplest approach
to perform E/O conversion would be to use a directly modulated laser for each an-
tenna element. Unfortunately, direct modulation of a laser causes frequency chirp-
ing and consequent spectral broadening [40], the dynamic range would be limited
by the high noise and distortion levels at high frequencies [38], [39], and finally the
use of separate lasers (one per AE) would create optical beat interference noise.

The alternative solution is to perform E/O conversion by external modulation
of a common continuous-wave (CW) laser source and using coherent optical com-
bining on-chip. This allows to employ a coherent optical approach which solves
the problems described before, related to the use of multiple laser sources. To be
able to implement this solution, the coherence length of the laser shall be much
larger than the maximum delay path length difference among the delay channels:
in this way it is possible to maintain optical coherence between the different delay
paths and, provided the possibility to adjust the relative optical phases between the
paths, it is possible to maintain a condition of coherent combining.

Optical modulation format: intensity modulation (IM)

Once it is made clear that the best choice is to use a common, narrow-linewidth
laser, we can proceed discussing the most suitable type of optical modulation. Thanks
to its simplicity, the most immediate choice would be intensity modulation (IM)
and direct detection (DD) by means of a photodiode. IM can be implemented by
means of a Mach-Zehnder modulator (MZM) or an electro-absorption modulator
(EAM). Let us analyze how this choice impacts on the design of the optical delay
units.

Let us consider an information signal originating from each antenna element
as a bandpass signal, with a frequency bandwidth between fmin and fmax, and a
central RF frequency fRF.

The optical intensity is proportional to the square of the optical field (I ∝|E |2),
thus optical intensity modulation would generate an optical field which is propor-
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tional to the square-root of the modulating signal, and not to the modulating signal
itself. Thus the generated optical spectrum at the modulator output would consist
of the optical carrier plus a theoretically infinite number of sidebands. In practice,
only a finite number of sidebands will be significant, and this number will increase
with the modulation depth. To minimize the complexity and the linear distortions,
the modulation index can be chosen in such a way that only the sidebands of first
order are significant. In this way the delay elements in the OBFN can be designed
so as to provide a flat group delay response only over the bandwidth covering the
optical carrier, indicated as fo , and the first order sidebands. As a result of this dis-
cussion, the minimum optical bandwidth required to perform optical beamform-
ing in case of IM/DD is equal to twice the maximum frequency of the modulating
RF signal, that is, 2( fRF + fmax).

In fact, the delay unit should provide a flat delay response, or a linear phase
response, over the whole optical frequency range spanning between the lowest fre-
quency component of the first lower sideband, up to the highest frequency of the
first upper sideband, that is,

[
f0 − fRF − fmax, f0 + fRF + fmax

]
, that corresponds to a

bandwidth of 2( fRF + fmax).
Note the limitation that this approach poses on the maximum value of the ab-

solute RF operating frequency. In fact the required delay bandwidth does not only
depend on the bandwidth of the actual information signal ( fmax − fmin) but also on
the RF carrier frequency itself ( fRF), undesirably limiting the use of this approach to
relatively low RF carrier frequency applications. In fact, especially in case of high-
frequency PAAs with large diameters, the use of delay elements able to provide the
desired delay over the complete bandwidth would lead to an excessively complex
OBFN in terms of practical realization, due to the trade-off discussed previously in
this section.

From the trade-off discussion provided when describing the operating princi-
ple of a ORR-based optical delay line, it started to become clear that the delay band-
width is a “precious” resource, in the sense that it is obtained at the expense of other
desirable characteristics, as maximum delay, delay flatness, and complexity.

From the previous discussion over intensity modulation, however, it is immedi-
ately clear that the IM/DD approach is not “delay bandwidth efficient”, in the sense
that a large amount of the delay bandwidth is not used to delay an actual informa-
tion signal, but instead it provides a linear phase slope also over a large frequency
range, fo − ( fRF − fmin) to fo + ( fRF − fmin), which does not carry any information.
In addition to that, only one of the two sidebands would be sufficient to recover
the whole information signal after optical processing. The optical carrier is only
employed for O/E conversion. Thus a better choice would be to employ an optical
modulation format that is more delay bandwidth efficient.

Optical single-sideband suppressed-carrier modulation (OSSB-SC)

A much more attractive possibility would be to employ an optical single-sideband
suppressed-carrier (OSSB-SC) modulation format. The RF signals originating from
the different AEs could be optically modulated by removing one of the sidebands
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and the optical carrier.In this way the optical bandwidth to be delayed would only
correspond to one RF sideband, and the required optical delay band for all the delay
units would be [ f0 + fmin, f0 + fmax], which corresponds to a bandwidth of ( fmax −
fmin), lower than in the IM case, and has the additional important advantage of
being now independent from the RF carrier frequency fRF.

After delay, those modulated signals can be optically combined coherently into
a single waveguide of the OBFN. The phases of each sideband can be adjusted rel-
ative to each other using optical programmable phase shifters. At this point, the
optical carrier can be re-inserted in the combined signal, to form an optical single-
sideband full-carrier (OSSB-FC) signal, that can be converted back to the electrical
domain using a photodetector (PD). When the O/E conversion is realized with a PD
consisting on a balanced photodiode pair, the even-order distortions can be sup-
pressed and the effect of relative intensity noise (RIN) can be considerably reduced
(see [22, 149]) when compared to the use of an unbalanced photodetector.

Different techniques can be used to implement OSSB-SC modulation. Those
can be classified in three groups. Filter-based techniques first implement IM and
then use one or more bandpass filters to remove the carrier and the undesired si-
debands. Optical heterodyning techniques use two optical carriers, one of them is
intensity modulated using the baseband information data and then mixed to the
other unmodulated optical carrier for frequency translation. This approach is con-
venient in the cases in which baseband information data are available, for exam-
ple in beamformers that feed a transmit phased array antenna. Finally, techniques
based on the phase-shift method are based on the use of two quadrature carriers
and a Hilbert transformer. Optical implementation allow multi-octave operation
but usually require a complex setup, e.g. using a dual-parallel MZM [150].

For this particular application, the most attractive solution consists of the filter-
based technique. In fact, this requires only one laser for all the AEs, one intensity
modulator per AE and also one OSBF per AE, placed directly after each intensity
modulator. With this approach, every AE would require its own OSBF. However,
thanks to the linearity of both the OSBF and the OBFN, their order can be reversed,
in such a way that only one common OSBF can be placed at the OBFN output, af-
ter the combining point, to remove the undesired sideband of all AE signals. The
resulting system architecture is shown in Fig. 4.6. The preferred intensity modula-
tor in this application is the Mach-Zehnder (MZM), being more linear than EAMs
and being able to inherently suppress the optical carrier with proper biasing, thus
making less stringent the requirements on the OSBF selectivity.

There are multiple possible choices in the OSBF implementation. A relatively
simple solution consists of an MZI with an ORR in one of its arms [24,151]. This ar-
chitecture provides broad and flattened passbands and stopbands, and since such
an OSBF consists of the same building blocks as the OBFN, that are, ORRs and di-
rectional couplers, both the OBFN and the OSBF can be integrated on the same
chip.
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Synchronization of the optical phase

The proposed OBFN system uses a single laser. As discussed previously, this allows
to implement a optical coherent beamformer. This requires the possibility to set
and to maintain an optical coherence condition in each combining point, in such
a way that the optical signals in each delay path are synchronized at wavelength
level.

In practice, maintaining optical synchronization is not a trivial problem, es-
pecially in the case in which optical fibers are present between the splitting and
the combining points. In the experimental setup that will be described in the next
chapter, the splitting and modulation were done by means of commercial, fiber-
based components, that were connected to each other and to the integrated chip
by means of optical fibers. This makes the optical phase of the signals very sen-
sitive to temperature changes and to mechanical stress and vibrations. Different
solutions to stabilize the OBFN response have been proposed [33]; finally, a tem-
perature stabilization approach has been employed in the tests [33, 152].

In the ongoing implementation of the beamformer, however, the complete op-
tical circuit, that is, all parts between the laser and the photodetectors, including
the modulators, is expected to be integrated on a single chip. This would make the
optical phase in the system much less sensitive to mechanical vibrations and stress,
since no fiber optics will be used between the splitting and combining points, and
the fact of having all the optical components integrated on a single chip will make
the temperature much easier to control. In [33], an analysis of the effects of tem-
perature fluctuations was performed, showing the feasibility of the proposed tem-
perature control scheme.

4.3.2 System Architecture

After the analysis and selection of the desired modulation format, it will now be
described the system architecture (Fig. 4.6) based on which the system analysis will
be performed. In this discussion, it is assumed that the modulation format has
been chosen according to the discussion reported in Sec. 4.3.1, that is, an optical
single-sideband suppressed carrier (OSSB-SC) modulation.

Let us suppose the phased array is composed of N antenna elements. The op-
tical power from a continuous wave (CW) laser (Fig. 4.6a) is split into N paths (b),
where N is the number of OBFN inputs. In each path, the light enters the optical in-
put of a modulator. The RF signal originating from each antenna element (c) enters
the RF port of the corresponding modulator. The modulator is set in such a way to
provide an optical output signal with the desired modulation format. In particular,
in case of Mach-Zehnder modulators (MZM), the bias point will be chosen to give
the minimum optical transmission, thus maximizing the suppression of the optical
carrier. This will yield an optical double-sideband suppressed carrier (ODSB-SC)
modulation at the output of each MZM (d).

The modulated signals are then inserted into the corresponding OBFN channel
to be delayed and combined as desired (e), according to Eq. (2.47). As described in
the previous section, the ORRs used as delay filters provide the desired delay (or,
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Figure 4.6: System setup of the optical beam forming system for phased array an-
tennas (picture edited from [153], with permission)
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equivalently, the desired phase slope) only across a limited bandwidth. The ORRs
of the OBFN are tuned in such a way to provide delay only over one specific side-
band (the upper sideband or the lower sideband) of the ODSB-SC modulated signal
obtained by each of the MZMs (f). After the signals are combined by the binary-tree
network, the combined signal enters an optical sideband filter (OSBF, g). This filter
has been realized in the same chip as the optical beamformer [147], and has the
function to suppress the lower sidebands for all the signals, and to further suppress
the optical carrier (h).

The resulting signal at the output of the OSBF filter is the combination of the
signals received by the individual antenna elements with proper delays and ampli-
tude weighting, modulated on the optical carrier with OSSB-SC modulation. This
optical signal can be transferred to the electrical domain using an electro-optical
converter. As discussed in the previous section, the simplest solution is the use
of direct detection. For this, the optical carrier needs to be reinserted2 and this
can be done by tapping off a part of the laser power, routing it to the carrier re-
insertion coupler which is also integrated on-chip, cascaded to the OSBF (i). The
carrier re-insertion coupler has a double output that can be routed to a balanced
photodetector for direct detection (l).

4.3.3 System Parameters and Performance Analysis

The system analysis of the optical beamformer system has been derived and pre-
sented by Meijerink et al. in [33]. For convenience here we repeat the mathematical
results as a starting point for an extended discussion on the implications that those
results have on the choice of the parameters in a practical beamformer design ap-
plication.

System Modelling

The system analysis [33] models the beamformer system as a 2-port RF network,
characterized by three fundamental parameters, namely gain, noise figure and non-
linear distortions. First, the system has been modelled in order to obtain the rela-
tion between the input voltage (to the modulators) and the output current (from
the photodiode). The result has then been employed to derive the expressions of
gain, noise figure and non linearities. Finally, those relations have been used to
determine an expression for the carrier-to-noise ratio at the beamformer output.

The beamformer system can be modelled as a N -inputs, 1-output RF network.
According to the system description given before, each input corresponds to an an-
tenna element (AE) with an antenna gain GAE, cascaded to a low-noise amplifier
(LNA) with gain GLNA and effective noise temperature at the input TLNA. This N ×1
network can be reduced to a 1×1 network having the same input and output pow-
ers Pi n and Pout , respectively, but composed by an “equivalent”, single antenna

2The amount of optical power of the carrier that is being re-inserted can be adjusted by a proper
choice of the coupling factor of the directional couplers used in the splitting of the carrier and the one
used for the carrier re-insertion. The carrier phase can also be adjusted to match the one of the infor-
mation signal by a tunable phase shifter.
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with gain Ga and an “equivalent” 2-port RF network with gain Grec. The “equiva-
lent” system has a power gain Gsys = GaGrec and an effective noise temperature
(again, at the input of the “equivalent” 2-port network) Tsys = Ta +Trec. Ta includes
the effects of the sky noise (cosmic microwave background radiation, atmospheric
noise, earth noise, interfering extraterrestrial sources) and Trec models the equiva-
lent noise temperature of the LNAs and of the OBFN, reported to the input.

Relation between input voltages and output current

The first step towards the derivation of the system parameters as a function of the
parameters of its constituting components (laser, OBFN, modulators, detector), is
to obtain the relation between the input and the output signals in the optical beam-
former. The relation has been derived in [33] as

Iout(t ) =− πRpdPo

2VπLlcLcd

√
κ(1−κ)

N LmpLup

∑
n

anVn(t −τn)+ Isn,out(t ) . (4.7)

where

• Rpd is the responsivity of the photodetector [A/W]

• Po is the optical power provided by the laser [W]

• Vπ is the RF half-wave voltage of the MZM

• Llc is the coupling loss between the laser and the circuit

• Lcd is the coupling loss between the circuit and the photodetector

• κ is coupling coefficient of the directional coupler used to prelevate a part of
the laser power for carrier reinsertion before direct detection

• N is the number of OBFN inputs

• Lmp is the optical loss given by the chip in the modulated signal path

• Lup is the optical loss given by the chip in the unmodulated signal path (for
carrier re-insertion)

• an is the n-th amplitude tapering coefficient

• Vn is the input voltage at the n-th modulator

• τn is the delay provided by the N -th channel of the beamformer

• Isn,out is the shot noise current
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Gain of the OBFN system

In the equivalent 1×1 model of the system, we defined

Gsys =GaGrec (4.8)

It is possible to derive the expressions of those gain terms by using Eq. (4.7) to
relate the inputs and output of the system in terms of power. If we assume that the
input voltages Vn(t ) are combined coherently, it can be shown [33] that the coherent
gain or signal gain is given by

Gsys =
GAEGLNARmRL(πRpdPo)2κ(1−κ)ηt

4(VπLlcLcd)2LmpLup
, (4.9)

where

• ηt is the so-called taper efficiency, defined as 1
N

(∑
n an
)2, which equals 1 for

uniform tapering

• Rm is the input impedance of the MZM

• RL is the load impedance on which the photocurrent given by Eq. (4.7) is dis-
sipated.

Instead, the incoherent gain or noise gain is given by

Grec =GLNAGOBF , (4.10)

with

GOBF = RmRL(πRpdPo)2κ(1−κ)

4N (VπLlcLcd)2LmpLup
. (4.11)

This last equation represents the intrinsic receiver gain of the beamformer.

Noise equivalent temperature of the OBFN system

In the 2-port system model, it was defined

Tsys = Ta +Trec . (4.12)

The effective input noise temperature of the equivalent receiver, using Friis’ for-
mula [154], can be written as

Trec = TLNA + TOBF

GLNA
, (4.13)

where TLNA is the effective noise temperature at the input of the LNAs, and the
contribution to the system noise temperature due to the noise in the optical beam-
former is represented by TOBF/GLNA. TOBF indicates the effective input noise tem-
perature of the equivalent 2-port model of the beamformer described before, with-
out LNAs. In [33] it was shown that TOBF is given by

TOBF = 8N V 2
π LlcLcdLmp(eκRpdPo + I 2

rmsLlcLcdLup)

kBRm(πRpdPo)2κ(1−κ)
. (4.14)
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Compression in the OBFN system

Due to the non-linearities in the MZM response, and in the hypotesis of low CNR of
the signals reaching the individual antenna elements, it can be shown [33] that the
total system gain Gsys expressed by Eq. (4.9) is reduced by a factor

ΔG = exp

(
−π2kB(TAE +TLNA)BLNAGLNARm

4V 2
π

)
. (4.15)

Carrier to noise ratio

Let us now suppose that the phased array antenna is employed in a telecommu-
nication system with multiple channels. Each information channel will have an
equivalent noise bandwidth Bch. It is generally of interest to calculate the carrier-
to-noise ratio (CNR) for one channel at the output of the phased array receiver, as
this constitutes an important quality factor in telecommunication systems. Follow-
ing from the equations derived in [33] and summarized before, the CNR is

CNR = GsysPin

GreckBTsysBch
= Ga

Tsys

Pin

kBBch

= PinGAEηtN

kB
(
Ta +TLNA +TOBF/(GLNAΔG)

)
Bch

(4.16)

as a function of the quantities reported previously.

4.4 System Design

To describe the approach that has been used for the system design, we employ a
practical example initially presented in [33]. An optically-fed phased array antenna
is used to provide wideband reception of the Digital Video Broadcasting by satellite
(DVB-S) band 10.7-12.75 GHz on mobile platforms (e.g. airplanes). This band lays
partly over the X-band and partly over the Ku-band3.

Within the Memphis project [155], the construction of a technology demonstra-
tor for this type of application is one of the milestones for the “Advanced Optical
Beam Forming Networks” work-package, in the framework of which this work has
been funded. Therefore, a number of system requirements have been layed out be-
fore the design and construction of the technology demonstrator subsystems and
their assembly (see Chapter 1). Based on those requirements, and using the sys-
tem analysis results reported here, the design of the beamforming system has been
realized and summarized in the following.

4.4.1 System requirements for DVB-S applications

ETSI standards define the requirements for the DVB-S receivers [156]. In partic-
ular the carrier to noise ratio at the front-end output should not be lower than

3as defined from the Radio Society of Great Britain (RSGB): X-band, 8-12 GHz; Ku-band, 12-18 GHz.
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8 dB to be able to guarantee correct operation with a standard DVB-S back-end re-
ceiver/decoder. This CNR is defined over a single channel bandwidth of 33 MHz. It
is assumed that the maximum reception angle in which the antenna will be used is
in the order of, or lower than, ±60 degrees with respect to broadside (see Chapter 1
for the specifications and Chapter 2 for the definition).

4.4.2 Choice of the subsystem parameters

The system scenario and the corresponding system requirements impose a choice
of the parameters of the subsystems that compose the phased array receiver sys-
tem, as described in the following.

Antennas

The received power4 from telecommunication satellites in Europe is in the order
of -150 dBW. It is common to consider a safety margin to account for varying at-
mospheric conditions, which in this example will be chosen equal to 10 dB. We
assume the LNAs used match the specifications of commercial low-noise block-
downconverters (LNBs), with a gain of 70 dB and a noise figure of 0.7 dB (TLNA =
50 K). With an assumption that the brightness temperature of the sky is Tsky = 50 K,
from the results of the system analysis described before it is possible to derive a
requirement on the minimum antenna gain Ga in the order of 35 dBi.

Let us now consider a planar array, with N elements placed on a rectangular lat-
tice on the x and y axes of a cartesian reference coordinate system, as in Fig. 2.10.
For the condition of absence of grating lobes for all scanning angles, which has been
derived in Chapter 2, the inter-element spacing along the x and y axes is chosen
to be lower than half-wavelength at the highest operating frequency (12.75 GHz).
This results in a spacing of 11.8 mm. If we consider a maximum scanning angle of
±60 degrees as for the system requirements, and a uniform excitation (see Chap-
ter 2), from the array factor calculations using the Eq. (2.79) it can be derived that
the minimum number of radiating elements required to have sufficient antenna
gain for all the scanning angles is 1830. Since in Section 4.2 we have motivated the
use of a binary tree structure for the optical beamformer, it is desirable to round the
number of AEs to a power of two, which in this case will be N =2048.

As for the current development status of the OBFN, it is not feasible to realize
a photonic beamformer chip with thousands of delay channels. For this reason, a
two-level modular configuration is proposed, as shown in Fig. 4.7. In this design
32 parallel OBFN chips with 64 inputs each (64×1) are used as a first beamforming
stage. Their outputs are combined in a second stage consisting of a single OBFN
chip with 32 inputs (32×1). RF amplifiers are added between the first and second
stage to increase the total CNR.

4This value has been calculated using Friis’ formula and the EIRP data available from the Astra satel-
lite transponder description, available at [157].
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64x1
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LNA
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LNA

64

LNA

LNA

LNA

64

32

Amp
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64x1

OBFN

32x1

OBFN

Figure 4.7: Modular architecture of the OBFN system

Optical Modulators

The optical modulators used in the system performance analysis here are MZMs.
The insertion loss of the modulator (defined at the highest transmission point) is
2 dB and the RF half-wave voltage (Vπ) is 1.0 V. This half-wave voltage can be re-
garded as the sensitivity of the MZM. Lower value indicates better sensitivity and
performance. Note that the assumption made for the modulator characteristic,
notably in terms of Vπ is quite optimistic; currently only very limited commercial
products that can provide this characteristic.

OBFN Chip

The required delay tuning ranges in each OBFN path can be determined based on
the antenna geometry, the element spacing and the desired scan angle. In this ex-
ample, we employ a planar array with separable illumination with AE spacing is
11.8 mm, which gives a maximum tuning range between adjacent elements of ap-
proximately 34 ps. In [158] we have presented a method to determine number of
ORRs required in each delay unit based on the maximum delay tuning range in
each path, ultimately determining the OBFN layout. The calculations for our ex-
ample have been reported in Appendix B.

As for the optical losses in the OBFN chip, it is assumed that coupling losses
from the laser and to the detector are in the order of 1 dB. We assume a wave-
guide loss of 0.05 dB/cm, which is seen as a realistic value considering the latest
results [24]. Later on, we will simulate various values of the waveguide loss, in or-
der to determine a range of values in which the system performs well. Assuming
0.05 dB/cm waveguide loss, it has been shown [33] that the total losses, in the path
followed by the modulated signal, of the 64×1 and the 32×1 OBFNs are 4.7 dB and
3.5 dB, respectively.
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Amplifiers

The LNAs and the RF amplifiers shown in Fig. 4.7 play an important role in the per-
formance of the whole system. It can be shown that the optical beamformer does
not degrade the performance of the receiver system in which it is applied, provided
that proper amplifiers are used, and that the optical losses are kept sufficiently low.
In Subsection 4.4.3 we will see that the LNA should provide at least 70 dB of am-
plification with a noise figure below 0.8 dB. The RF amplifiers at the second stage
have lower constraints and a gain of 30 dB should suffice to achieve the desired 8 dB
CNR. These amplifiers are not restricted to be low noise amplifiers.

Laser and Balanced Photodetector

The laser source in the system is a distributed feedback (DFB) laser with an output
optical power of 100 mW and a relative intensity noise (RIN) of -150 dBm/Hz. It is
assumed that the laser is temperature stabilized.

The balanced photodetector (BPD) has a responsivity of 0.8 A/W and a common-
mode rejection ratio (CMRR) of 30 dB. The BPD output impedance is matched to
50 Ω.

The derived system parameters are summarized in Table 4.1, below.

Table 4.1: Key parameters of the OBFN system for DVB-S applications

Parameters Symbol Value Unit

Frequency range frange 10.7 - 12.75 GHz
Number of AEs N 2048 –
inter-element spacing d 1.18 cm
sky temperature Tsky 50 K
AE temperature TAE 150 K
Received RF power Pin -160 dBW
Minimum CNR (33 MHz BW) C N Rmin 8 dB
LNA gain GLNA 70 dB
LNA noise figure N FLNA 0.7 dB
Modulator insertion loss Lm 2 dB
Modulator Vπ Vπ 1.0 V
Optical waveguide loss 0.05 dB/cm
OSBF optical loss 0.25 dB
Second-stage amplification 30 dB
Input optical power 100 mW
BPD responsivity 0.8 A/W
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4.4.3 Performance Analysis

Based on the parameters selected in the previous section, a performance analysis
of the system has been performed in [153, 159] and the results are presented here.
The system architecture together with the parameters from Table 4.1 are depicted
in Fig. 4.8.

Figure 4.8: Two-level cascaded OBFN systems with the parameters (picture edited
from [153], with permission)

In our analysis the system depicted above is simplified into a two-port cascaded
systems as shown in Fig. 4.9. The contribution from the LNAs and the 64×1 OBFNs
are incorporated in the equivalent receiver 1 with a gain and an effective input noise
temperature of Grec1 and Trec1, respectively. Correspondingly, the contribution of
the 32× 1 OBFN is included in the second equivalent receiver with a gain and an
effective input noise temperature of Grec2 and Trec2. The whole system can then be
characterized as a two port system with a gain of Gsys =GaGrec1Grec2 and an effec-
tive system noise temperature of Tsys = Ta +Trec1 +Trec2, where Ga is the antenna
gain and Ta antenna noise temperature. The details of this simplification are re-
ported in [33].

This type of parametric performance analysis is very important in the design
phase for the following reason. Based on this simplified model, a simulation of the
CNR versus different system parameters is performed. When the value of the sys-
tem parameters which are critical for the system performance are varied, this has a
direct effect on the CNR. As a result of this analysis, it can be observed that a num-
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ber of system parameters have a very strong effect on the overall performance. It is
generally difficult to achieve low noise figure, high gain and low loss of the optical
waveguide. Thus this analysis is crucial in the system design phase to determine
within which boundaries the subsystem parameters can vary and still guarantee
that the desired system specifications are satisfied. The figure of merit used is the
CNR at the output which, as for the system requirements, should be at least be 8 dB
in a 33 MHz channel bandwidth.

Figure 4.9: The equivalent two-port system model of the system depicted in Fig. 4.8
(picture edited from [153], with permission)

In Fig. 4.10, the CNR is depicted as function of the optical waveguide loss in
dB/cm at three different conditions. First, the LNA gain and the modulator Vπ are
set at 70 dB and 1.0 V, respectively. These are, in fact, the target specification. With
these parameters, the 8 dB CNR can be met for all waveguide loss values from 0 to
0.5 dB/cm (solid curve). But if the Vπ increases to 4.0 V (which is the current status
of the MZM modulator used in the system), the specified CNR can only be met with
a waveguide loss below 0.2 dB/cm (dashed-curve). If now the LNA amplification is
reduced to 60 dB, the CNR specification cannot be met even with lossless optical
waveguides (dash-dotted curve). The graph depicts the importance of achieving
low waveguide loss, high LNA gain and low modulator Vπ. In these simulations, the
LNA noise figure is set to 0.7 dB and the second-stage RF amplification is taken to
be 30 dB, as suggested in Table 4.1.

In Fig. 4.11, the CNR is depicted as function of the LNA gain. As expected it
shows a similar trend as the results in Fig. 4.10. The parametric study shows two
groups of curves, the leftmost in the graph corresponding to Vπ = 1.0 V, and the
rightmost one to Vπ = 4.0 V. For the intended specifications of Vπ = 1.0 V and wave-
guide loss of 0.1 dB/cm, the required LNA gain is actually slightly above 50 dB (solid
curve, leftmost group). This value increases to above 55 dB as the waveguide loss
increases three-fold to 0.3 dB/cm (dash-dotted curve, leftmost group). As expected,
higher amplification is needed if the Vπ increases. For Vπ = 4.0 V, the required LNA
gain to achieve the 8 dB CNR is slightly more than 65 dB for 0.1 dB/cm waveguide
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Figure 4.10: Simulated CNR for varying optical waveguide loss. The modulator
half-wave voltage and the LNA gain are kept as parameters (picture
edited from [153], with permission).

loss (solid curve, rightmost group), and even rises to 75 dB for a waveguide loss of
0.3 dB/cm (dash-dotted curve, lower group). Again, these results illustrate how the
three parameters, the LNA gain, the waveguide loss and the modulator Vπ values
can be used to complement each other in order to meet the system specification.

In Fig 4.12, the impact of the LNA noise figure to the system CNR is shown. Here
the LNA and the second-stage RF amplification gains are fixed respectively at 70 dB
and at 30 dB. Four different conditions are considered: first, the waveguide loss
of 0.2 dB/cm and the Vπ of 1 V (solid curve). In this case, the minimum CNR of
8 dB can be achieved with an LNA noise figure lower than 0.8 dB. Deterioration in
the modulator Vπ (to 4.0 V in this case) limits the maximum acceptable LNA noise
figure to a lower value of 0.7 dB (dashed curve). If further on the waveguide loss
doubles to 0.4 dB/cm, the CNR specification cannot even be met with an LNA NF
as low as 0.6 dB (dash-dotted curve).

For the sake of comparison, the case where the photonic part of the system is
not the limiting factor is considered. In this case unrealistic parameters where the
waveguide is lossless and the modulator Vπ is very small (0.01 V) are used. Addi-
tionally, we also remove the laser relative intensity noise contribution of the laser,
which was set to -150 dB/Hz in all other simulations. The resulting CNR as func-
tion of the LNA noise figure is shown as the dotted curve in Fig. 4.12. The curve
does not deviate from the solid curve with realistic parameters of waveguide loss
equal to 0.1 dB/cm and a Vπ of 1.0 V. This result has a major implication that in the
intended system architecture, that is, the photonic section does not pose a limitation
in the performance. A second conclusion that we can draw is that regardless of the



�

�

�

�

�

�

�

�

128 CHAPTER 4. SYSTEM ANALYSIS AND DESIGN

Figure 4.11: The CNR as a function of the LNA gain, for various waveguide loss and
modulator Vπ values (picture edited from [153], with permission).

photonic system, a low LNA noise figure (below 0.8 dB) is required to achieve the CNR
requirement.

Finally in Fig. 4.13, the CNR as a function of the second-stage RF amplification
is shown. The LNA gain and noise figure are set as 70 dB and 0.7 dB, respectively. As
previously, the waveguide loss and the Vπ values are varied. For Vπ = 1.0 V and a wa-
veguide loss of 0.1 dB/cm, the required CNR can be achieved without an additional
amplification (solid curve, upper group). As the loss deteriorates to 0.2 dB/cm and
subsequently to 0.3 dB/cm, the required amplification rises respectively to 3 dB
(dashed curve, upper group) and 6 dB (dash-dotted curve, upper group). For the
case of Vπ = 4.0 V, the required amplification rises considerably. For low waveguide
loss (solid curve, lower group), the minimum amplification should be slightly more
than 20 dB. Doubling of this waveguide loss (dashed curve, lower group) increases
the required amplification to at least 30 dB, and to at least 40 dB for a waveguide loss
of 0.3 dB/cm. It can be concluded that for low Vπ value the system is less sensitive
to the deterioration of the waveguide loss.

The simulation results presented above show that there are very tight require-
ments for the LNA, modulator and the optical beamforming network. However, we
have to emphasize on the fact that a safe margin of 10 dB has been taken into ac-
count on the received power from the satellite (-160 dBW instead of -150 dBW) in
these simulations. Clearly, if the value of -150 dBW is used instead, all CNR values
presented before will be raised by 10 dB, which considerably relaxes the system re-
quirements. Thus, in the system requirement definition phase, it is imperative to
accurately determine the realistic value of this received power.

Supposing that the power received by the antenna may vary between -160 dBW
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Figure 4.12: The CNR as a function of the LNA noise figure, for various waveguide
loss and modulator Vπ values (picture edited from [153], with permis-
sion).

Figure 4.13: The CNR as a function of the second-stage RF amplifier gain, for var-
ious waveguide loss and modulator Vπ values (picture edited from
[153], with permission).
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and -150 dBW, we can calculate the maximum allowed LNA noise figure for each
received power, with the constraint to achieve at least 8 dB of CNR. In Fig. 4.14 this
maximum LNA noise figure is depicted against the input power. Here we assume
that the waveguide loss amounts to 0.1 dB/cm and the modulator Vπ is 1.0 V. The
figure shows that higher received power relaxes the LNA noise figure requirement
quite considerably. For example, with a received power of -160 dBW and a LNA
gain of 70 dB, the maximum allowed LNA noise figure to achieve the targeted CNR
is around 0.7 dB. If now the received power is increased by 3 dB, i.e. the received
power is -157 dBW, the maximum allowed noise figure goes up to 2 dB, which is
substantially easier to achieve. This is indicated by the dashed red line in Fig. 4.14.
Note that in this case the system still offers a 7 dB power margin from the assumed
maximum received power of -150 dBW.

Figure 4.14: The maximum allowable LNA noise figure required to achieve a CNR
of 8 dB depicted as a function of the received antenna power. The LNA
gain is used as a parameter (picture edited from [153], with permis-
sion).

4.4.4 Alternative System Architecture

As mentioned earlier, the system performance investigations presented in this re-
port have been performed in the architecture depicted in Fig. 4.16, where 32 OBFNs
with a 64×1 architecture are used in the first stage.

However, the large scale of the 64× 1 beamformer might pose a higher risk in
system reliability, since the large OBFN should provide higher delay and might in-
duce more loss. Furthermore, this system requires a large number of optical modu-
lators (64) in one array which might lead to a low yield of the array. For this reason,
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2048 AEs

32 chips

32×1 O
BFN

64×1 O
BFN

Figure 4.15: The original architecture of the OBFN system with 32 chips (each a 64×
1 OBFN) at the first stage (picture edited from [153], with permission).

2048 AEs

32 chips

32×1 O
BFN

RF beamforming

of 4 AEs

32×1 O
BFN

Figure 4.16: The alternative architecture with RF beamforming combined with op-
tical beamforming. The first stage OBFNs can be simplified into 16×1
architectures (picture edited from [153], with permission).
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an alternative architecture can be proposed, where RF beamforming of 4 antenna
elements were performed prior to the first stage of the OBFN system (Fig. 4.16).
This will reduce the size of the OBFNs in the first stage to 16×1 instead of 64×1.
These smaller OBFNs would be more reliable and have already been realized and
tested in other frameworks [160]. Moreover, the reduced number of modulators
in one array (16 instead of 64) will also improve the yield. The RF beamforming
prior to the OBFNs might be implemented in true-time delay elements or phase
shifters [159]. The latter solution will induce a beam squint, as explained in Chap-
ter 2, but its amount can be neglected since the required delay for neighboring an-
tenna elements are small (in the order of 34 ps).
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System Demonstration, Integration and

Test

In this chapter1 the realization and testing of the optical beamformers analyzed and
designed previously are described. The characterization is conducted in subsequent
steps of increasing complexity. First, an demonstration of the delay generation and
of the coherent combining capabilities of the OBFN is performed. The beamformer
system is then modelled as a multi-port microwave network, and characterized in
terms of its measured s-parameters, that are, the RF-input to RF-output amplitude
and phase transfers. The measured network parameters are then employed to simu-
late the radiation patterns that would be generated when the OBFN is employed to
feed an antenna array. This allows to evaluate the performance of the network at a
higher abstraction level, that is, as a feeding network for an antenna array. Finally,
the ultimate characterization consisting in the integration of the OBFN in an an-
tenna system is described. After a complete description of the system and of the OBFN
tuning procedure, the radiation patterns are measured for multiple scanning angles
and analyzed, in terms of their squint-free behaviour, to demonstrate the wideband
capability of the optically-fed antenna array.

1Published as:

• M. Burla, M.R.H. Khan, L. Zhuang, D.A.I. Marpaung, C.G.H. Roeloffzen, P. Maat, K. Dijkstra, A.
Leinse, M. Hoekman, R.G. Heideman, “System Integration and Radiation Pattern Measurements
of a Phased Array Antenna employing an Integrated Photonic Beamformer for Radio Astronomy
Applications,” Applied Optics, vol. 51, no. 7, pp. 789-802, 2012.

• M. Burla, D. Marpaung, L. Zhuang, A. Leinse, M. Hoekman, R. Heideman, C. Roeloffzen, “In-
tegrated Photonic Ku-Band Beamformer Chip with Continuous Amplitude and Delay Control,”
IEEE Photonics Technology Letters, vol. 25, no. 12, pp. 1145-1148, April 2013.
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In the previous chapter, the system analysis of a photonic beamforming system
for antenna arrays was described in detail, providing an estimation of the impact of
the beamformer chip in the radio system in terms of gain, noise figure and dynamic
range. A design example of was given for the case of a Ku-band TV-SAT application.
The corresponding optical beamforming chip will be referred to as the “FLY” chip.

The designed optical beamforming network (OBFN) chip has been realized by
LioniX B.V. [161] with LPCVD technology using a CMOS-compatible process. The
realization has been described in detail in [143, 147].

The next step after realization has been the verification of the functionalities of
the signal processing chip. In [147] and in [143] the authors have given a thorough
description of the optical characterization and RF characterization of the realized
OBFN photonic integrated circuit.

In this chapter, after a summary of those necessary characterization steps, the
performance evaluation will be extended further towards the point of view of the
final application as a feeding system for phased array antennas. The performance
will be analyzed in two steps:

• Radiation pattern simulation based on measured s-parameters: the input-
output characteristic of each OBFN channel will be represented by the scat-
tering transmission parameter of an equivalent 2-port microwave network.
Those transmission parameters are directly related to the excitation that the
OBFN provides to the antenna array. The effects of the generated excitations
on the radiation pattern will be evaluated by simulating the array factor based
on the measured transmission parameters.

• Antenna-OBFN system integration and testing (measured radiation patterns):
The system integration of the OBFN system in a complete antenna system
and the evaluation of its performance in terms of measured radiation pat-
terns.

Those characterization steps will be described in detail in the following sections.

5.1 The FLY OBFN chip

5.1.1 OBFN chip schematic

The OBFN chip employed in the characterization has been realized in the frame-
work of the SMART project [143]. The application aim is to realize a broadband
optically-controlled phased array antenna for satellite television reception. The de-
sign of this beamformer has been described in [147]. The OBFN chip consists of
three main sections: the delay-combine binary-tree section, the optical sideband
filter (OSBF), and the carrier re-insertion coupler. The chip schematic is shown in
Fig. 5.1.
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Figure 5.1: FLY OBFN chip schematic. The black dashes overlapped to the wave-
guides represent the tuning elements.

5.1.2 OBFN chip layout

The OBFN described in this work and in the previous papers is integrated in a
single-chip realized using a low-loss waveguide technology, produced with a CMOS
compatible process [143]. For the particular technological choice of a silicon based
substrate, thermo optical tuning is used by placing heaters on top of the wavegui-
des sections to be tuned.

The 8x1 beamformer chip layout is shown in Fig. 5.2. The dye dimensions are
4.85 cm in length by 0.95 cm in width. In Fig. 5.2, the waveguide layout with the
integrated optical ring resonators, the heaters used for thermo optical tuning, and
the electrical leads and bond pads employed for OBFN control are visible.

Figure 5.2: Mask layout of FLY 8×1 OBFN chip (picture from [147])

For ease of operation, the OBFN chip has been pigtailed using commercial fiber
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array units (FAU) at the input and at the output of the chip. Each FAU consists of
an array of single-mode, polarization-maintaining fibers terminated with PM con-
nectors. The input and output FAUs have been actively aligned to the input and
output waveguide arrays on the OBFN chip. Each fiber of the FAU gives access to
a specific input and output waveguide. This arrangement allows an easy access to
the different OBFN ports and facilitates the mating-unmating operation of optical
connectors during the OBFN chip tests.

The input-output response of the single channels can be programmed via elec-
tro optical effect, using chromium heaters which have been placed on specific lo-
cations of the chip in order to selectively heat up the desired waveguide sections.
The use of tunable heater structures allows the implementation of tunable optical
phase shifters, tunable optical couplers and tunable delay lines2. At a functional
level, those tunable structures constitute the basic building blocks (BBB) for the op-
tical beamformer. The tunability of the BBBs allows to electrically reconfigure the
optical properties of the OBFN chip, which translate into electrically reconfigurable
amplitude and delay coefficients constituting the complex excitation provided by
the OBFN to each antenna element of the array. In this way it is possible to elec-
trically program the optical behaviour of the programmable OBFN chip, and this
will correspond to an electrically programmable array factor for the array. It is also
possible to store the corresponding settings and recall them at a later time.

5.2 The OBFN system

Both the optical and the RF characterization of the OBFN chip performance require
the PIC to be inserted into a suitable measurement setup. We refer to this setup as
OBFN system, as opposed to OBFN or OBFN chip which refers to the PIC itself seen
as the device under test (DUT).

Before starting with the three levels of performance demonstration introduced
above, it must be noticed that the analysis of the RF performance of a microwave
photonic system requires the possibility to compare magnitude and phase of the
RF signals at the input and at the ouput of a 2-port microwave photonic (MWP)
signal processor. As can be immediately noticed from the discussion so far, and as
was introduced in Chapter 3, this requires: (1) suitable RF instrumentation, able to
measure amplitude and phase of RF signals; (2) “interface” devices able to trans-
fer signals between the RF domain to which the input and output signals belong
to, and the optical domain, where the processor operates. Those two conversion
processes are generally referred to as electrical-to-optical (E/O) conversion, and

2The heat flow through a certain waveguide section causes a change of its refractive index and, as
a consequence, of its phase velocity, thus realizing a tunable optical phase shifter. When the optical
phase shifter is inserted in an interferometric structure as a MZI coupler, the phase shift translates into
a change in coupling ratio of the MZI, realizing a tunable optical coupler. Those components are also
used to optically couple a ORR structure to a waveguide. As explained in Chapter 4, a change in the
coupling ratio creates a corresponding change in the coupling factor to the ORR, thus a change in the
quality factor of the resonator, that corresponds to a change in the group delay. This discussion shows
how the implementation of a tunable phase shifter allows to realize a tunable optical coupler and, in
turn, a tunable delay line.
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optical-to-electrical (O/E) conversion. Since the distinction between what is com-
monly known as an RF signal and as an optical signal is simply a frequency range
difference, in other words, it is required to have upconversion and downconversion
devices that can operate the E/O and O/E conversions as desired. For this reason,
the characterization of the performance of the MWP processor will be conducted
using a modulator and a photodetector. In this thesis, the system composed by the
cascade of (1) modulation device (one or more), (2) MWP processor and (3) pho-
todetector (one or more) will be referred to as “microwave photonic (MWP) system”.
In the specific case of study where the MWP processor is an OBFN, we will indicate
“optical beam forming network (OBFN) system” to distinguish it from OBFN, that
is, the optical processor device only.

By recalling the description of a microwave photonic link (MPL) – or equiva-
lently defined in literature as analog optical link (AOL) or analog photonic link (APL)
– given in Chapter 3, and comparing it to the structure of the OBFN system, it be-
comes clear why the discussion on analog photonic links performance also applies
in the case of the characterization of a MWP device, and why the MPL can be de-
fined as the workhorse of any MWP signal processing system. In fact, in order to
be able to characterize and ultimately to use a MWP processor, we first need to
build an AOL, in which we insert the photonic processing section. In this exam-
ple, the link consists of a modulator, an optical fiber, and a detector, employing
an external laser source. At the time of this work, the current trend in MWP signal
processing applications aims towards the realization of completely integrated sys-
tems [17], where optical source, modulation device, processing device and detector
are either monolithically integrated on a single chip, or hybrid-integrated from dif-
ferent platforms, each optimized for a specific function (e.g. InP for sources and
modulators, Si3N4 / SiO2 for low-loss passive structures). This offers a number of
crucial advantages, first of all cost reduction, compactness and increased perfor-
mance, when compared to a solution based on system integration of commercial
components. A glimpse on those advantages will be given by discussing the exam-
ple of beamformer-antenna integration described in the following of this chapter.
Still, in this type of integrated solution, it will always be possible to identify the com-
ponents of an AOL, where the actual transmission media is a cascade of integrated
waveguide structures instead of an optical fiber.

Ultimately, building a MWP system around a MWP device allows to have ac-
cess to two or more RF ports: one or more RF input ports, and one or more RF
output ports. Beyond those, the MWP system can be seen as a “black box” or as a
2-port microwave device, as explained in Chapter 3. This abstraction effort allows
to consider it as any other microwave device that can be measured and character-
ized employing the common instrumentation available in a microwave laboratory.
In particular, a vector network analyzer (VNA) will be used to characterize the mag-
nitude and phase relation between the signals at the input and at the output of the
MWP system. Before proceeding with the characterization of the OBFN, the perfor-
mance of the basic AOL employed in the OBFN characterization will be analyzed in
the following.
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5.3 Analog optical link characterization

As mentioned in the previous section, the OBFN is inserted into an analog optical
link (AOL) in order to provide the beamforming functionality. The first step towards
the characterization of the OBFN performance is thus the analysis of the perfor-
mance of the AOL employed. The characteristics of the link explained in Chapter 3
in terms of gain, noise and non-linear distortions are studied and reported in this
section.

5.3.1 Link gain

The setup shown in Fig. 5.3 has been built. A DFB laser (DFB-LD, EM4 Inc.) feeds
a Mach-Zehnder electro-optical modulator (MZM, Avanex FA20) via a polarization
maintaining fiber (PMF). The output of the modulator is then connected to a high-
power photodetector (PD, Discovery Semiconductor DSC710).

port 1 port 2

VNA

MZM

DFB-LD

PD

MZM

bias

current

source

temp.

controller

PMF

RF input RF output

Figure 5.3: AOL setup for link gain measurements

First, a vector network analyzer (VNA, Agilent N5230A PNA-L) is employed to
measure the broadband gain performance. The resulting magnitude and phase re-
sponses

(|s21| and arg(s21)
)

are shown in Fig. 5.4, for two different PDs, the Discov-
ery Semiconductor DSC30S (22GHz bandwidth) and the Discovery Semiconductor
DSC710 (balanced PD with 10GHz bandwidth) [162]. In the following calculation
we show that the measured gain is in good agreement with the theoretical value
given by Eq. (3.7).

The laser output power Pi is set at +14.1dBm by driving the DFB laser (EM4
Inc.) with 120.1mA at a temperature of 25 degrees. The employed MZM has a
Vπ,DC = 6.4V, a Vπ,RF = 3.8V, and the measured insertion loss is Lmod = 5.5dB. The
modulator is biased at quadrature

(
φB =π/2

)
and, according to the datasheet, the

detector responsivity is 0.75A/W. The source and the load resistances equal 50Ω.
An excess loss (Lex) of approximately 1.1dB is added by the fiber connectors be-
tween the LD and the MZM (0.5dB) and between the MZM and PD (0.6dB). The
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total optical loss, L, in Eq. (3.7) amounts thus to 5.5+0.6+0.5 = 6.6dB. The aver-
age optical power impinging on the PD is thus 7.5dBm, and the measured average
photocurrent at the PD output is 1.448mA. The calculated link gain in decibels is
−27.21dB, very close to the measured value of −27.45dB. The gain roll-off with
frequency is attributed to the electro-optical response of the MZM and of the PD
employed [163] in conjunction with the losses of the RF connectors which were not
included in the initial calibration of the VNA. In particular, the gain dip and the
corresponding 25degrees phase transition around 7 GHz visible in Fig. 5.4, are at-
tributed to the response of the specific MZM in use, since they are visible for both
measurements with the DSC710 and the DSC30S.
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Figure 5.4: Measured magnitude response (gain) of the AOL in Fig. 5.3, with two
different detectors

5.3.2 Noise and non-linear distortions

Following this test, the SFDR calculation has been performed graphically, as in
Fig. 3.9. The FLY beamformer chip has been designed to operate on RF signals at L
band, specifically at the IF DVB-S band (950-3100 MHz) [156], and also to be able
to process modulated signal directly at Ku-band, specifically at the RF DVB-S band
(10.7-12.75 GHz), before downconversion to the IF band. For this reason, the noise
and linearity tests have been performed around 1 GHz and around 3 GHz. Nonlin-
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earity tests at Ku-band could not be performed due to frequency limitations of the
available photodetector. The measurement setup used for this characterization is
shown in Fig. 5.5.

MZM

DFB-LD

PD

MZM

bias

current

source

temp.

controller

PMF

VSG

VSG VSA
3 dB

DMM

RF

DC bias

tee

Figure 5.5: AOL setup for two-tone test

In order to measure the noise floor, a vector signal analyzer (VSA, Agilent MXA
N9020A) is employed. It is important to notice that the VSA has to be set in such a
way that the internally generated noise is negligible with respect to the noise power
available at the output of the AOL. For this reason, the mechanical attenuation op-
tion of the VSA is manually set to 0 dB, and the internal broadband pre-amplifier
(20 Hz to 26.5 GHz) is switched on. In those conditions, the displayed average noise
level (DANL) is -165 dBm/Hz and the noise power density of the AOL can be mea-
sured to be -163.27 dBm/Hz at 1 GHz and -159.97 dBm/Hz at 3 GHz.

Two vector signal generators (VSG, Agilent E8267D PSG and Agilent E4438C
ESG) have been used to generate tones at 0.95 GHz and at 1.05 GHz. The outputs
of those VSGs have been combined using a broadband 3 dB coupler and fed to the
input of the MZM. The PD output is connected to the VSA. The power of the funda-
mental tones, of the second-order (IMD2) and of the third order intermodulation
distortions (IMD3) measured at the output of the MWP link is reported in Fig. 5.6
with respect to the power of the corresponding input fundamental tones. From this
graph, it is possible to deduce the gain, the input and output intercept points and
the SFDR of the link.

When the MZM is biased in quadrature, it is possible to theoretically predict
the value of the OIP3 very simply by measuring the average photocurrent Iav and
employing the equation [22]

OIP3MZM,quad = I 2
av R (5.1)

where R is the load resistance of the PD. The average photocurrent can be easily
measured by connecting a bias-tee at the electrical output of the PD, in such a way
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Figure 5.6: AOL performance (two-tone test at 950 MHz and 1050 MHz)
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to separate the RF output signal, measured with the VSA, from the DC signal, which
can be measured using a digital multimeter (DMM, Fig. 5.5). In the experiment, for
+4.1dBm of optical power impinging on the PD, the measured average photocur-
rent is 1.45mA. Considering the load resistance of 50Ω offered by the VSA, the OIP3
is approximately −9.8dBm, in good agreement with the result of the graphical anal-
ysis reported in Fig. 5.6 and 5.7.

Ideally, by biasing the MZM in quadrature, the OIP2 is infinite, since no IMD2
should be seen thanks to the perfectly odd-symmetry of the MZM power response
at the quadrature point. In the figure it is possible to see that the OIP2 value is
high but not infinite. This is attributed to a possible drift of the MZM bias point
during the measurement, being the optical power to the PD too low to attribute the
distortion to the PD non-linearity [162].

Similarly, the test has been repeated around 3 GHz, using two tones respectively
at 2.950 GHz and at 3.050 GHz. The result is graphically shown in Fig. 5.7.
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AOL

Figure 5.7: AOL performance (two-tone test at 2950 MHz and 3050 MHz)
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5.3.3 AOL with carrier re-insertion

In Chapter 4 the modulation formats to be employed in the OBFN system have been
discussed. In particular, a DSB-SC modulation can be implemented using external
modulation with an MZM biased at its minimum transmission, in order to suppress
the carrier and minimize the IMD3, the RIN and the shot noise. Further, it has been
shown how it can be advantageous to suppress one of the sidebands, that is, to use
a SSB-SC modulation format in order to reduce the delay bandwidth required and,
in turn, the OBFN complexity. A filter-based approach to suppress the undesired
sideband can be implemented in a straightforward manner by adding an optical
sideband filter (OSBF) within the same chip of the OBFN and using the same basic
building blocks. Carrier re-insertion can be employed in order to realize direct de-
tection. Finally, balanced photodetection can be used to reduce the total link noise
by using balanced photodetection to suppress the RIN of the laser.

At this stage, it is thus interesting to analyze the performance of the same type of
AOL that will be actually used in the operation of the OBFN system. For this reason,
in the following sections we built an analog photonic link implementing the type
of modulation format described above. First, a DSB-SC modulation with carrier re-
insertion and direct detection is realized, and then the sideband filter in the OBFN
chip is used to produce an SSB-SC modulation. Then we analyze the challenges in
its fiber-optic based implementation and propose possible solutions.

5.3.4 Double-sideband suppressed-carrier (DSB-SC) with carrier
re-insertion

The setup shown in Fig. 5.8 has been built to test the AOL with DSB-SC modulation
and carrier re-insertion. Besides the components employed before in the two-tone
test setup, shown in Fig. 5.5, a 90:10 optical polarization-maintaining coupler is
used to direct part of the laser power towards the carrier lead-around path, and
which will be used for re-insertion before direct photodetection. The MZM is bi-
ased at minimum in order to suppress the carrier and thus modulate the RF sig-
nal originating from the VSG in DSB-SC format. The modulated signal enters the
OBFN chip from input 7 to output 6 (see OBFN chip schematic, Fig. 5.1). The in-
sertion of the chip introduces an additional loss of approximately 15 dB, due to
combined effects of fiber-to-chip coupling at both input and output of the chip,
and light propagation in the integrated waveguide. And erbium-doped fiber ampli-
fier (EDFA, Firmstein Inc.) is employed to compensate for these losses. An EDFA
is also inserted in the carrier lead-around path, followed by a variable optical at-
tenuator (VOA, HP 8157A). Note that the RF input of the lower MZM is not used
in this test. By tuning the attenuation it is possible to equalize the optical power
of the carrier with the one of the modulated optical signal. A 50:50 optical coupler
is employed to recombine the DSB-SC signal with the unmodulated carrier before
entering the photodetector. It is important to note that the OBFN chip includes a
carrier re-insertion coupler, rendering the use of an external coupler not necessary
during OBFN operation. In this setup a separate coupler was initially employed for
ease of reconfigurability. In addition to that, unbalanced detection is employed for
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simplicity. The use of balanced detection would allow a suppression of the RIN,
beyond the scope of this specific test, by matching the microwave path lengths.
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Figure 5.8: AOL setup for DSB-SC with carrier re-insertion test

The first test made with this setup has been a single tone test. A 1 GHz, 0 dBm
RF signal is generated by the VSG. The modulator bias is set to the minimum optical
power transmission. The VOA is set in such a way to equalize the optical powers of
the modulated optical signal with respect to the unmodulated carrier before enter-
ing the carrier re-insertion coupler. The signal at the PD output is shown in Fig. 5.9.
It is important to note that the amplitude of the RF signal is not stable, but fluc-
tuates rapidly. For this reason, in Fig. 5.9 two traces are shown, one obtained by
setting the max-hold function on the VSA, and the other by setting the min-hold
function. In this way, it has been possible to analyze the extent of variation of the
RF signal power.

The observed fluctuations can be simply explained by considering the setup
and the optical signals propagating through the different parts of it, represented in
phasor form on the complex plane. Fig. 5.10 shows 12 diagrams; let us first analyze
diagram (1a). This represents the three E-field components of the optical signal
impinging on the photodetector: the optical carrier originating from the carrier re-
insertion path (EC), the upper sideband (EUSB) and the lower sideband (ELSB). The
carrier can be represented as a vector rotating on the complex plane with angular
velocity equal to ωC. The upper sideband and the lower sideband are also repre-
sented as vectors, rotating respectively with angular velocity ωC+ωRF and ωC−ωRF.
The angular positions of the three vectors represent the initial phase of the carrier
(ϕC, 90 degrees in the figure), the upper sideband (ϕUSB, 135 degrees) and the lower
sideband (ϕLSB, 45 degrees) at an arbitrary time instant t0. The sum of these three
vectors represents the actual optical field impinging on the PD. The PD, in turn,
will translate the magnitude variations of the vector (that correspond to changes in
optical field) to photocurrent variations, according to the following relation [164]:
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Figure 5.9: Max-hold and min-hold of the observed RF signal at the output of the
AOL with DSB-SC and carrier re-insertion

Idet(t ) = rPD (EC(t )+EUSB(t )+ELSB(t )) (EC(t )+EUSB(t )+ELSB(t ))∗

= rPD |EC(t )+EUSB(t )+ELSB(t )|2
= rPDPdet(t ) (5.2)

where Idet represents the detected photocurrent, rPD the responsivity of the pho-
todetector, and EC(t ), EUSB(t ) and ELSB(t ) indicate the E-field components of the
optical carrier, the upper and the lower sideband, respectively. Pdet is the total opti-
cal power impinging on the photodetector. The star (∗) represents the operation of
complex conjugation. Each of the optical E-field terms is proportional to the square
root of the corresponding optical power, according to the following relations [33]:

EC(t ) =
√

2PC exp[ jωCt +ϕC ] (5.3)

EUSB(t ) =
√

2PUSB exp[ j (ωC +ωRF)t +ϕUSB ] (5.4)

ELSB(t ) =
√

2PLSB exp[ j (ωC −ωRF)t +ϕLSB ] (5.5)

where PC, PUSB and PLSB are, respectively, the power of the optical carrier, of the
USB and of the LSB. The RF power delivered to the load (in this case, the VSA) is
thus related to the E-fields component by the following relation



�

�

�

�

�

�

�

�

5.3. ANALOG OPTICAL LINK CHARACTERIZATION 147

PRF = I 2
PD RL

= (rPD |EC(t )+EUSB(t )+ELSB(t )|2)2 RL

= (rPDPdet(t ))2 RL

= r 2
PDP 2

det(t ) RL (5.6)

The latter equation formally relates the amplitude of the E-field terms in the
phasor diagrams in Figs. 5.10 and 5.14 with the RF power PRF measured by the VSA
in our setup.

Let us suppose we are not interested in phase of the of the RF signal at the PD
output; thus, to predict its magnitude, we should analyze the magnitude variations
of the sum vector. Since it is not obvious to visualize the vector sum of three rotat-
ing vectors at once, in diagram (1b) we display the angular velocity of the sideba-
nds relative to the angular velocity of the carrier. In other words, we imagine that
the observer rotates with the carrier. Such an observer will see the upper and the
lower sideband to respectively rotate counterclockwise and clockwise, with angu-
lar velocities +ωRF and −ωRF with respect to the carrier, respectively. Thus it is now
easier to imagine the resulting vector: it will oscillate in amplitude along the verti-
cal axis, as in diagram (1c), between a max and a min, as in diagram (1d). The RF
E-field amplitude will be the difference between the max and the min values.

Let us now imagine that, for some reason, the initial phase relation between the
carrier and the sidebands varies. In particular let us suppose the carrier receives
an extra 45 degrees phase shift compared to case (1a) while the sideband phases
are not varied. The new situation is shown in diagram (2a). Again, by displaying
the relative rotation of the sidebands with respect to the carrier (2b) shows that
the resultant varies between two extreme points indicated by the upper and lower
arrows in (2c). In (2d), the resulting maximum and minimum vectors are shown.
Due to the misalignment between the carrier phase and the sum of the sideband
vectors, the phase of the resultant will also change in time. Again, we suppose we
are interested in the amplitude variation only; it can be seen that the amplitude
variation is still visible but it is reduced with respect to the case of diagram (1d).

Finally, let us analyze the case in which the initial phase of the carrier is 90 de-
grees (3a). In this situation, the resultant of the sidebands is always orthogonal
to the carrier (3c). The resulting vector is now oscillating between the two vectors
shown in diagram (3d). This limits the amplitude to a much lower value when com-
pared to the one in diagram (2b), and even lower than the one in (1d).

The relative phase variation experienced by the carrier with respect to the si-
debands is what occurs in our AOL setup shown in Fig. 5.8. In fact, between the
90:10 splitter and the 50:50 coupler, the carrier travels on a separate fiber with re-
spect to the sideband. Any minimum temperature variation, airflow or mechanical
fluctuation of the fibers will create a variation of the optical phase shift along the
whole length of the fiber. For this reason, the optical signal impinging on the pho-
todetector can be seen as continuously fluctuating between the states represented



�

�

�

�

�

�

�

�

148 CHAPTER 5. SYSTEM DEMONSTRATION, INTEGRATION AND TEST

C

C RF

Re

Im

C RF

C

C RF

Re

Im

C RF

C

Re

Im

C RF

C RF

RF

Re

RF

Im

Re

Im

RF

Re

RF

Im

Re

Im

Re

Im

amplitude
of the RF
waveform

max
RF waveform

min
RF waveform

Re

Im

Re

Im

Re

Im

amplitude
of the RF
waveform

max amplitude
RF waveform

min amplitude
RF waveform

Re

Im

max amplitude
RF waveform

min amplitude
RF waveformamplitude

of the RF
waveform

(1) (2) (3)

(a)

(b)

c)

(d)

(

RF RF

RF RF

RF RF

RF RF
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in diagram (1a) and (3a), thus creating a continuous fluctuation of the power of the
RF signal at the PD output, as in diagrams (1d) to (3d).

In order to solve this issue, we must make sure that the optical carrier and side-
bands always have a constant phase relation among them. This can be achieved, for
example, by integrating splitter, optical paths and carrier re-insertion couplers on
an integrated waveguide platform. In this way, it will be possible to control much
more accurately and keep stable the optical phase relation between carrier and si-
debands, since the length of the paths will be largely reduced and the temperature
of the waveguides can be easily controlled and kept stable.

5.3.5 Single-sideband suppressed-carrier (SSB-SC) with carrier re-
insertion

Let us now analyze the behaviour of the AOL employing SSB-SC modulation with
carrier re-insertion. The only difference when compared to the previous DBS-SC
case is that one sideband is suppressed by the optical sideband filter (OSBF) on the
OBFN chip. The setup is show in Fig. 5.11, and is the same as in Fig. 5.8 except
for the fact that now the modulated optical path goes through a different OBFN
channel in order to insert the OSBF on the path to suppress one sideband.
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Figure 5.11: AOL setup for SSB-SC with carrier re-insertion test

The VSG generates a tone at 1.5 GHz with 10 dBm power. The free-spectral-
range of the OSBF is 6.7 GHz. The frequency was increased to 1.5 GHz to make
sure one sideband falls in one of the minima of the OSBF stopband, as depicted
graphically in Fig. 5.12. An increased RF power was needed in order to compensate
for the extra losses due to the insertion of the OSBF in the optical path.

At the PD output we can now see an RF signal, which shows a much lower fluc-
tuation when compared to the DSB-SC case. The max-hold and the min-hold traces
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obtained with the VSA are shown in Fig. 5.13.
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Figure 5.13: Max-hold and min-hold of the observed RF signal at the output of the
AOL with SSB-SC and carrier re-insertion

Again, also in this case the RF signal behaviour can be explained by analyzing
the optical signal impinging on the PD in the phasor domain. The same discussion
done for the DSB-SC case holds, except for the fact that in this case, only one side-
band is left. This means that, whichever the initial phase relation between carrier
and sideband is, the resultant phasor will always have the same amplitude. In prac-
tice, the residual ripple visible in Fig. 5.13 is attributed to a non-perfect suppression
of the undesired sideband by the OSBF, resulting in a small but visible vector for the
lower sideband in the phasor plane that creates an RF amplitude fluctuation as in
the DSB-SC case. Nonetheless, it is important to note the dramatic reduction of
maximum power fluctuation from 50 dB of the DSB-SC case (Fig. 5.9) to approx-
imately 10 dB obtained with SSB-SC (Fig. 5.13). The relative phase variation are
again attributed to the different and random phase variation of the carrier with re-
spect to the modulated optical path due to the presence of long optical fibers be-
tween the splitting and combining points, and are expected to disappear once the
carrier re-insertion system will be fully-integrated on-chip.

The SSB-SC case shows an improved robustness when compared to the DSB-SC
case. Nonetheless, this does not solve the problem for beamforming applications.
In fact, in beamforming it is crucial to keep control not only on the RF magnitude
but also on the input-output RF phase relation of the AOL, which determines the
beam pointing direction as largely discussed in Chapter 2. Again, photonic integra-
tion appears as the most immediate solution in order to keep control on the optical
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phase of the optical coherent system analyzed in this section.

5.4 Optical characterization

This section summarizes the results of the optical characterization of the FLY OBFN
chip, which has been performed and published by Zhuang et al. in [147] and in
[143]. First the capability of the OBFN chip to generate optical group delay will be
demonstrated, followed by the measurement of the optical power transfer of the
OSBF. Finally, a discussion on the optical losses will be given and compared to the
latest results.

5.4.1 Measurement setup for optical characterization

As mentioned in the previous section, the first step for the optical characterization
consists in inserting the chip into a suitable measurement setup. The aim of the
optical characterization is to measure the optical power responses and the group
delay offered by each optical path.

In principle, to measure an optical power response it would be sufficient to use
an optical spectrum analyzer (OSA) with a sufficiently low resolution (below 1 GHz)
to accurately characterize the frequency response of the OSBF. In practice such an
instrument was not available, and a different solution known as phase-shift method
(see [165, 166]) has been employed. This technique is beneficial to our application
since, in addition to the power response, it also allows to easily measure the group
delay response. The corresponding measurement setup is shown in Fig. 5.15.
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Figure 5.15: Schematic of the measurement setup for optical characterization of
the OBFN chip

A vector network analyzer (VNA, Agilent N5230A PNA-L) is used to generate a
50 MHz signal, at -5 dBm RF power, from port 1. A high-power distributed feed-
back laser diode (DFB-LD, EM4 Inc.), operating in the 1550 nm wavelength range,
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is used to generate the optical carrier which is modulated by the 50 MHz RF signal
using a Mach-Zehnder modulator (MZM, Avanex PowerLog FA-20). By means of
polarization-maintaining fibers the laser is connected to the MZM, and the MZM
to the optical chip under test. This type of fibers are used to make sure the laser
light enters the chip with the desired transverse-electric (TE) polarization. In fact,
the waveguide technology employed in the realization of the chip has a polarization
dependent behaviour, and has been optimized for the propagation of TE-polarized
light. After propagation through the optical chip, the light at the OBFN output is
amplified using an erbium-doped fiber amplifier (EDFA), due to the high losses
of this particular chip, before entering a high-power photodetector (PD, Emcore
R2860E). The RF output of the photodetector is connected to port 2 of the network
analyzer. The DFB-LD is kept at stable temperature by a dedicated controller, and
the wavelength is swept over by varying the laser current using a low noise current
source operated in sweeping mode. The current ramp range has been set to sweep
between 1549.97 nm to 1550.03 nm. In this way, a double-side band optical modu-
lation of the 50 MHz RF signal is obtained. By sweeping the laser wavelength, also
the modulated sidebands are swept. By using the VNA to compare the RF signal
at port 1 and the RF signal at the photodetector output, it is possible to analyze
the optical power and phase response of a 2 port optical network by using an RF
instrument instead of optical instrumentation.

This setup has been used both in the group delay measurement and in the OSBF
power response characterization, as described in the following.

5.4.2 Optical delay generation

According to the functional design given in Chapter 4, each OBFN channel must be
capable of generating a tunable amount of group delay. Thanks to the construc-
tion based on a binary tree structure built using tunable MZI optical couplers, it is
possible to reconfigure the input-output optical path that the light undergoes on-
chip after entering a particular OBFN input. In particular it is possible to optically
connect each of the inputs (1 to 8) to the OBFN output alternatively. This allows
to separately characterize the delay characteristic of each OBFN channel. Seven
OBFN on-chip delay paths have been measured by connecting the output fiber of
the MZM to the corresponding input fiber (i.e. fiber of the input FAU) of the chip.
First, the optical response of the ORRs in each path have been set using the thermo-
optical tuning mechanism, in such a way to provide a flat and minimum amount of
delay. This characteristic has been used as a reference in the corresponding group
delay plot.

Using the phase-shift method introduced before, the optical wavelength is swept
over the range of interest. The VNA can then be used to measure the phase differ-
ence Δφ(λ) between the input and the output RF signal for multiple values λ of
the laser wavelength. The group delay response τg (λ) of the optical path can be
estimated by normalization with respect to the RF modulating frequency fRF as

τg (λ) = Δφ(λ)

2π fRF
(5.7)
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First, the OBFN was programmed in order to achieve the minimum delay for
each path. Those are generally different, due to the different number of ORRs in
each of the optical paths. Nonetheless, the resulting delays can be equalized by
adding a suitable length of transmission line, either in the optical or in the RF do-
main (fiber optic or a coaxial cable, respectively). In this way, when the OBFN is
used to feed a 8-elements linear array, the first beam setting can be used to provide
a uniform delay excitation to the elements, resulting in a broadside beam pointing
direction. Then, the OBFN has been programmed to provide two sets of linearly
increasing delays from input 1 to 8. The first offers a 40 ps delay difference between
adjacent elements, and the other a 80 ps delay difference. The corresponding delay
characteristics are shown in Fig. 5.16 and Fig. 5.17, respectively. Those delay set-
tings will generate two different beam pointing directions for the antenna. In this
discussion we have assumed a phase only weighting beamsteering, that is, the an-
tenna elements of the antenna array are excited with uniform amplitudes. This can
be provided by equalizing the RF-to-RF power transfer, either acting on the optical
transmission, or the RF transmission.

Figure 5.16: Group delay response, setting 1 (from [147])

5.4.3 Optical sideband filter response

The same measurement setup employed for the delay characterization has been
also used to characterize the optical power transfer of the filter used to remove the
carrier and one of the sideband from the modulated optical signal. The OSBF can
be accessed separately from the OBFN using dedicated input and output test wa-
veguides on the optical chip, and reconfiguring the on-chip optical couplers ac-
cordingly. The VNA has been used to measure the RF power transfer between the
modulator input and the photodetector output, when the RF signal is at a constant
frequency of 50 MHz and the laser wavelength is swept between 1549.97 nm and
1550.03 nm. Based on the quadratic relation between the optical power and pho-
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Figure 5.17: Group delay response, setting 2 (from [147])

tocurrent in a photodetector (see Chapter 3), the measured RF power transfer is the
squared version of the optical power transfer. Thus, the optical power transfer in
dB scale can be simply obtained by the RF power transfer by dividing by two the
transfer value in dB. This measurement has been reported in Fig. 5.18, normalized
with respect to the transfer of the chip, when the optical path is programmed in
such a way to have no filter in the optical path. In this way it is possible to exclude
from the power response the effects of coupling losses between fibers and chip.

Figure 5.18: OSBF response (from [147])

The graph shows the values of the achieved passband width (3 GHz), stopband
width (1.7 GHz) and transition band width (1 GHz), when the filter response is pro-
grammed in order to have 25 dB of optical suppression, as desired by design (see
Chapter 4). The stopband width is smaller when compared to the design (2.05 GHz).
In fact, due to realization inaccuracies, the FSR of the ORR in the realized OSBF is
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not exactly half of the FSR of the MZI. This reduced the performance of the filter
in terms of optical suppression. Due to the complete filter reconfigurability, it has
been possible to still achieve the desired 25 dB of attenuation simply by reducing
the stopband width to a lower value, but still acceptable when compared to the si-
deband width for the desired TV-SAT application (1.2 GHz).

5.5 RF-to-RF characterization

The RF-to-RF characterization work aims at demonstrating the capability of the
optical beamformer chip to operate the three fundamental functions in antenna
array beamforming. Those are

• RF signal delay generation

• RF signal amplitude tapering

• RF signal combining

This can be seen by analyzing the basic beamforming equation, Eq. (2.47), where
the summation symbol indicates that the individual contributions from the single
antenna elements have to be combined to form the desired array factor and, in
turn, the desired beam pattern according to the principle of pattern multiplication,
also explained in Chapter 2. Ci indicates the amplitude excitation and αi is the
phase term of the i -th antenna element.

The beamformer demonstration consists of showing the combining, amplitude
tapering and delay tapering capabilities of the OBFN chip.

5.5.1 Measurement setup for RF characterization

The first step towards the demonstration is the construction of the measurement
setup, as shown in Fig. 5.19 and described in the following.

A vector network analyzer (VNA, Agilent N5230) has been used to measure the
amplitude and phase relation between the input and the output of the OBFN sys-
tem, over a band of 1 GHz. Port 1 of the VNA generates an RF signal sweeping
between 1 and 2 GHz, at constant power of −30 dBm. This signal is applied to the
RF input of a Mach-Zehnder modulator (MZM, Avanex FA-20, 3 dB bandwidth of
20 GHz) to modulate the optical carrier generated by a high-power laser (DFB-LD,
EM4 Inc.), operating in the 1550 nm band, generating 100 mW of optical output
power. The modulated optical signal obtained can then be injected into any of the
OBFN inputs (Fig. 5.1).

Part of the light generated by the laser is extracted by means of a 90:10 opti-
cal directional coupler (ODC) placed before the MZM, and injected into the carrier
re-insertion input of the beamformer (labeled as “output 5” in Fig. 5.1). This un-
modulated laser light is used for the coherent detection of the RF signal after the
single-sideband suppressed carrier (SSB-SC) modulation and the optical process-
ing.
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Figure 5.19: Schematic of the measurement setup for RF-to-RF characterization of
the OBFN chip

All the components used in this setup are connected using polarization main-
taining, single-mode optical fibers (PMF) with PM connectors. This is done to make
sure the laser light enters the chip with the desired polarization. In fact, the wave-
guide technology employed in the realization of the chip has a polarization depen-
dent behaviour [143].

The light at the output of the OBFN was amplified by an erbium-doped fiber
amplifier (EDFA), before entering a high-power 10 GHz balanced photodetector
(PD, Discovery Semiconductor DSC 710). The detected signal is routed to the Port
2 of the network analyzer. The EDFA is used to compensate for the optical losses
introduced by the insertion of the OBFN chip in the AOL. The main sources of loss
consist of (1) fiber-to-chip coupling losses at the input and at the output interfaces
between the OBFN chip and the FAUs, and (2) waveguide propagation losses on-
chip. The bending losses are kept to a negligible value by choosing a sufficiently
high value for the bending radius in the layout design phase. For this chip, the
minimum bend radius was chosen around 700 μm. The most recent technology
employs a different type of waveguide geometry which allows to lower the bending
radius of almost an order of magnitude by keeping negligible waveguide losses, as
described in detail in [24].

5.5.2 Phase response (delay generation)

The MZM output is connected to OBFN input 8 using a PM fiber. The eighth OBFN
branch (Fig. 5.1) was first set to minimum delay and the corresponding measured
phase response was used as a reference (0 ns delay). After that, more delay settings
were made and the corresponding phase responses were measured with respect to
the reference: the results are shown in Fig. 5.20 for 0.4 and 0.63 ns branch delays.
The measured results show good agreement with the theoretical results expected,
apart from a slight ripple that is mainly attributed to small reflections generated
by the various fiber connectors present in the optical signal path. The future fully-
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integrated implementation is expected to completely solve this problem.

Figure 5.20: Measurement results of the RF-to-RF phase response of one OBFN
channel, for three different delay settings. The minimum delay set-
ting is used as reference 0 ns delay. The dashed lines indicate the ideal
linear phase responses (picture from [167]).

Though not shown in the figure, the magnitude responses corresponding to the
delay settings were also measured. In all cases, they showed a flat trend over the sig-
nal band but with larger losses for higher delay, due to the total optical loss increase
with increased delay.

5.5.3 Power reponse (coherent combining)

For a complete RF-to-RF characterization of the optical chip, the coherent com-
bining capability of the beamformer has also been measured. A similar setup has
been used, while for this test three RF splitters and three directional fiber couplers
have been added to split the 1-2 GHz signal and the laser output, respectively. Each
couple of the four resulting outputs was then routed to four MZMs, whose outputs
were in turn connected to the Inputs number 1, 2, 4 and 8 of the OBFN (Fig. 1). Four
signal paths resulted then between the two ports of the network analyzer. The de-
lays in each line have been synchronized by properly tuning the ORR-based delay
elements and, to assure coherent combining, the optical phases were also aligned
by manually tuning the dedicated phase shifters before the combiners in such a
way to achieve the maximum output power. A promising research has also been
carried out to implement a system for automatic phase synchronization [152] (see
also Section 4.3.1). The resulting RF-to-RF power transfer was then measured in
the injected RF band and plot in Fig. 5.21 (top line).

A coherent combining in the OBFN would produce a decrease of 6 dB of the RF
power level each time the number of combined signals is halved. This was proved
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Figure 5.21: Measurement results of the RF-to-RF power response when one (bot-
tom), two (middle) and four RF inputs (top) are connected to the
OBFN. The 6 dB increase at each doubling of the number of inputs
demonstrates the OBFN coherent combining capability (picture from
[167]).

by alternatively disconnecting two couples of RF inputs to the MZMs and by con-
necting them to matched loads, while keeping the same total RF input power. The
same test was repeated by leaving only a single RF input at a time and terminating
the remaining ones. Fig. 4 shows that, at each of these steps, the RF power is actu-
ally decreasing by 6 dB as expected and this demonstrates the coherent combining
capability of the OBFN system.

5.6 Radiation pattern simulation

In Chapter 2, it has been shown how the radiation pattern of an antenna array di-
rectly depends on the complex excitations, provided by the so called beamforming
network (BFN), to the individual antenna elements constituting the array. In fact,
we have proven that the ability to reconfigure those excitations allows to modify
important radiation characteristics of the antenna array, as the spatial pointing di-
rection of the main antenna beam, its shape, the levels of the sidelobes, the possi-
bility to place nulls of radiations in desired directions, and more. This gives a large
degree of flexibility when compared to individual antennas, making arrays highly
desirable in many applications within the field of wireless communications.

To characterize the performance of any beamforming network, it is very useful
to analyze the characteristics of the radiation pattern generated when this feeding
network is connected to an actual antenna array. In general, this type of test re-
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quires the integration of the OBFN with an antenna system, in an anechoic cham-
ber or another suitable environment, using a complex measurement setup, leading
to a characterization process which might be expensive and not trivial to realize.

An attractive solution to facilitate the initial test of the performance of the OBFN
before integration is to simulate the array factor, based on the measured complex
excitations provided by the realized beamformer. This is a common approach used
by several authors [168], [52].

In this section, we report the simulation of the array factor generated by the FLY
optical beamformer, based on the measured RF-to-RF characteristics that are ob-
tained when the OBFN is programmed for two different beam settings. For this pur-
pose a computer application was implemented to automatize the procedure [169].
The software operates the automatic measurement of the transmission parameters
si 1 of an equivalent N +1 ports microwave network (N antenna ports + 1 beam port),
each corresponding to the complex excitation of an individual (i -th) antenna ele-
ment of the array. The measured excitations are used to simulate the array factor
generated by the optical beamformer and to analyze it in terms of maximum di-
rectivity, sidelobe levels and wideband behaviour. The software provides a useful
tool to test the wideband performance of the network, the effects of excitation in-
accuracies, and a straightforward evaluation of the effects of amplitude and phase
weighting for beam shaping.

The aim of the software application is twofold. First, it creates a communication
between the measurement instrument (a vector network analyzer, VNA) and the
computer to automate the measurement of the OBFN transmission parameters,
corresponding to the antenna excitations. After that, the acquired data are used
to calculate the simulated array factor generated by the optical beamformer. This
can be done for both linear (1-D) and planar (2-D) arrays. The program allows to
display the array factor in various forms and to analyze different important quality
parameters, included its frequency dependent behaviour.

5.6.1 Modelling a beamformer as a microwave network

When the OBFN is integrated in a system with electro-optical modulators and pho-
todetectors, as described in Section 5.5.1, it can be used to generate the complex
excitations required to feed the individual elements of the antenna array. Those ex-
citations can be directly related to the s-parameters of an equivalent microwave
network which has as many inputs as the number of antenna elements, and as
many outputs as the number of beams generated by the OBFN. For more informa-
tion about the S-matrix description of a microwave network, the reader may refer
to [170].

Let us consider an optical beamformer with N antenna ports and M beam ports.
When integrated with modulators and photodetectors, this OBFN can be modelled
as an N -by-M microwave circuit, where the n-th input-output response (that is, the
nm-th transmission parameter, smn) corresponds to the complex excitation pro-
vided to the n-th antenna element of the array (Cn) when exciting the m-th beam
port:
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Cn = |Cn |e− jϕn︸ ︷︷ ︸
beamm

is equivalent to smn = [S]m,n n ∈ [1, ..., N ] , m ∈ [1, ..., M ] (5.8)

Magnitudes (|Cn |) and phases (φn) of the s-parameters can be measured over
the frequency range of interest using a VNA. The measured data can be employed to
calculate the array factor of a linear array, at a specific frequency, by implementing
the relation (2.98)

F (ψ, f ) =
N∑

n=0
Cne jαn e

j n 2π f
c0

d cosψ
(5.9)

where f is the frequency, ψ is the pointing angle, and d is the inter-element dis-
tance of the array. A similar formula is implemented for the case of a planar array
(see Section 2.4.3).
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Figure 5.22: Equivalence between an N × 1 optical beamforming network and a
N × 1 microwave network

An application has been developed, in the LabView® programming environ-
ment, to assist the measurement of the s-parameters and to calculate and display
the array factor originated by the corresponding excitations. An interactive graphi-
cal interface allows first to select the array configuration (linear or planar) and then
to specify the array parameters: operating frequency range, inter-element spacing
d and desired beam direction ψ.

Through the VISA communication protocol, the LabView application imple-
ments an automatic instrument control. First, it sets the network analyzer to the
specific frequency range, and then it remotely measures magnitude and phase of
the complex network transmission coefficient smn , specified by the user, over the
frequency range of interest. The measured data are then acquired in the computer
and displayed in the user interface for comparison with the desired behaviour. The
user can select the desired display format as when directly operating on the VNA
interface. The data can be saved in Touchstone3 format and recalled, with the same
application, for further offline processing.

3Touchstone was originally a proprietary file format from EEsof (now owned by Agilent Technologies)
and later became a de facto industry-standard file format for measurement equipment (e.g. vector net-
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A MatLab® script is placed within the LabView structure to simulate the array
factor, which can then be plotted (in 2-D) with respect to steering angle, for a spe-
cific frequency (to analyze the array factor characteristic in comparison with theory
at a specific frequency), both in linear and polar coordinates, or (in 3-D) with re-
spect to both angle and frequency, to analyze the frequency dependent behaviour,
the presence of grating lobes or frequency squint [4]. The application has been re-
ported and demonstrated in [169].

5.6.2 Measured s-parameters

The first step towards the OBFN performance evaluation based on the analysis of
the array factor, is to configure of the OBFN input-output responses. The same
setup used in the RF-to-RF characterization of Section 5.5 has been used for this
test.

Differently from what has been described in Section 5.5, where a single input-
output response has been configured to demonstrate three different delay settings,
it is now needed to configure multiple input-output responses corresponding to
the different OBFN channels, in order to provide N input-output transfers with a
linearly increasing delay that can be used to feed a linear antenna array (see Sec-
tion 2.4.1). The result of such a configuration will be referred to as a beam setting.
When associated to a uniform amplitude response, a certain beam setting would
form a beam pattern with a main lobe in direction ψ0, according to Eq. (2.53) given
in Chapter 2.

The scope of this test is to check that the beam pointing direction is as desired,
and to prove the wideband performance of the beamformer by showing its capabil-
ity to generate a squint-free radiation pattern over the whole band of interest. It is
also desired to show the seamless beamsteering capability of the ORR-based OBFN,
for this reason several arbitrary beam pointing directions will be chosen, and the
corresponding beam settings will be set and demonstrated.

5.6.3 Reference OBFN setting and delay equalization

As a start, it is desirable to consider a reference OBFN setting. It is convenient to
choose a delay setting in which the ORRs of the different delay units are all set to
their minimum quality factor. This condition will be referred to as the out of reso-
nance condition. According to the theory introduced in Chapter 4, in this state each
ORR will introduce a delay equal to its round trip time T . In practice, due to the im-
perfections in the realization of the optical couplers that couple the light in and out
of the ring waveguide, in many cases the ORRs resonances cannot be completely
flattened, causing the delay in the resonance band to be slightly higher (and, out
of band, slightly lower) than T . In those cases, the effect of the residual resonance
condition will be minimized by shifting the resonance frequency of the ORRs out of
the band of interest.

work analyzers), and then an EIA standard as part of the Input/output Buffer Information Specification
(IBIS) project [171].
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The setting described here can be conveniently used as a reference since it pro-
vides the widest possible band of operation, being ideally independent from the
ORR resonance bandwidth limitation that will be encountered when programming
the ORRs to increase the group delay.

In practice, this setting does not necessarily provide either a uniform or a linear
delay distribution across the N OBFN ports, as would be required to form a beam
in direction ψ0 according to Eq. (2.53). In fact, different delay paths may contain
a different number of ORRs, each of them giving an offset delay equal to a round
trip time T . In addition to that, the optical waveguides paths on chip have different
lengths. Finally, the optical fiber pigtails at the output of different MZMs and the
fibers constituting the input FAU might have different lengths as well. This situation
is likely to result in a non-uniform or a non-linear distribution of delay across the
OBFN channels.

Nonetheless, the delay differences can be equalized by adding a suitable length
of transmission line (optical fiber or coaxial line) to each input-output channel of
the OBFN system. This process is generally undesired since it requires a customized
modification of the system. For this reason, the novel chip implementations de-
scribed in the following of this thesis aim at solving the problem of unequal RF
delay paths by (1) building a OBFN layout with the same number of ORRs in each
channel, and with equal optical path lengths (symmetrical OBFN), and by (2) elimi-
nating optical fibers from the setup by hybrid integration of a modulator array with
the OBFN chip.

5.6.4 Beam settings

After equalization, the described reference OBFN setting offers a uniform delay
distribution across the OBFN channels, which corresponds to a broadside beam
pointing direction for the antenna array. The beamformer can be conveniently
tuned to provide linearly increasing delays at the OBFN ports. The correspondance
between delay progression and beam pointing direction depends on several fac-
tors, as RF frequency and the inter-element antenna spacing, and can be described
by a simple expression derived from Chapter 2. In that chapter, we have defined
the pointing direction ψ0 as the angle between the axis of the array and the direc-
tion of the main lobe. For convenience we now define the pointing direction as
θ0=̇π/2−ψ0, that is the angle between the broadside direction and the direction of
the main lobe of radiation.

For a linear array, the phase excitation αn of element n required to create a
beam pattern with a maximum in direction ψ0 is as in Eq. (2.52)

αn =−nk0d cosψ0

=−nk0d sinθ0 (5.10)

at frequency f0 = k0c/2π. The phase shift increment between adjacent elements is
thus
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Δα=αn −αn−1 = k0d sinθ0 (5.11)

The required phase shift given by Eq. (5.10) corresponds to a group delay

τn = −nd sinθ0

c0
(5.12)

where we have substituted k0 = 2π/λ0 and τ= L/c0 =Δα/k0c0.
This in turn gives that the group delay increment between adjacent elements

must be

Δτ= τn −τn−1 = d sinθ0

c0
(5.13)

The relation between delay increment (or phase shift increment at the opera-
ting frequency) and beam direction is immediately clear by observing Fig. 5.23.

Based on this theory, let us create two beam settings corresponding to array
beam directions of θ0 = +30 degrees and θ0 = +60 degrees. Let us consider an an-
tenna array operating at Ku-band, in the TV-SAT band 10.7-12.75 GHz, as in the
OBFN design in Chapter 4. The central frequency will be 11.725 GHz. To avoid
grating lobes for all frequencies and all scanning angles, we refer to the sufficient
condition given by Eq. (2.67) and we choose an inter-element distance of

d ≤ λmin

2
= c0

2 fmax
≈ 11.8 mm (5.14)

where fmax = 12.75GHz and λmin = (30/12.75)cm ≈ 2.353cm.

Beam setting 1

In order to form a beam in direction sinθ0 = 30 degrees, the phases should be

αn =−nk0d sinθ0 =−nΔα=−n ·1.24 ·10−10 f (deg) (5.15)

and the corresponding group delays should be

τn = −nd sinθ0

c0
=−nΔτ=−n ·19.67 (ps). (5.16)

Beam setting 2

The simulation and OBFN setting operation are repeated for a beam pointing di-
rection of θ0 = 60 degrees. In order to form a beam in this direction, the phases
should now be

αn =−nk0d sinθ0 =−nΔα=−n ·2.14 ·10−10 f [deg] (5.17)

And the corresponding group delays should be

τn = −nd sinθ0

c0
=−nΔτ=−n ·34.06 ps (5.18)
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5.6.5 Simulated array factor vs frequency (squint analysis)

Fig. 5.26 and Fig. 5.27 show a 3-D plot where the array factor is given versus both
pointing angle and frequency, over the band of interest, respectively for the 30 de-
grees beam setting and for the 60 degrees beam setting.

Figure 5.26: Simulated array factor versus pointing angle and frequency. Beam set-
ting: 30 degrees. Left: 3D view. Right, spectrogram (top view).

Figure 5.27: Simulated array factor versus pointing angle and frequency. Beam set-
ting: 60 degrees. Left: 3D view. Right, spectrogram (top view).

The latter graph (Fig. 5.27) shows two important aspects:

• the main lobe direction does not vary with frequency (the maximum beam
pointing direction is emphasized by the green line): ideal delay lines, capa-
ble of providing a perfectly linear phase response over frequency, allow the
squint-free operation of the antenna (see Chapter 2);
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• the grating lobe does not appear in the considered frequency range. In fact,
in Eq. (5.14) we had set the inter-element distance in order to satisfy condi-
tion of absence of grating lobes for all scanning angles. The first grating lobe
will start to become visible only at frequencies above 12.75 GHz, when the
condition given by Eq. (2.67) will no longer be satisfied.

5.6.6 Simulated array factor based on measured s-parameters

In the present section, we evaluate the OBFN performance by analyzing the effect
that the optically-generated delays have on the array factor of a linear array. To do
this, we measure the s-parameters of 4 delay channels of the OBFN and we analyze
the effect that the corresponding antenna excitations have on the shape of the array
factor and on the pointing direction (frequency squint).

It is important to note that, in this study, we assume that the mutual coupling
between the elements of the array [172] is negligible. For a real array, this is gen-
erally not true, and it has to be taken into account when designing antenna ar-
rays. Mutual coupling is responsible of severe modifications in the radiation dia-
gram with respect to the ideal case and problems like the so-called scan blindness.
Nonetheless, large amount of research has been performed on this aspect [172],
and in general it is possible to design the array taking into account the effects of
mutual coupling between elements and avoid or reduce the relative issues. Thus,
we can accept this assumption and proceed in the analysis of the simulated array
factor as an accurate indication of the characteristics of the radiation pattern of a
real array. We start with the following case study.

Case study: 16-elements linear array

Let us now consider a 16-elements linear array operating in the DVB-S band (10.7−
12.75GHz). Let us also consider for example that the desired pointing angle for
the antenna beam is 30 degrees. According to Eq. (5.18), in order to have a beam
pointing direction at ψ0 = 30 deg the required delay progression along the antenna
elements is given by Eq. (5.12), as shown in Fig. 5.28.

Let us consider a binary-tree architecture for the beamformer. The 16-elements
linear array can be divided into 4 subarrays of 4 elements each, as shown in Fig. 5.29.
In particular, we consider the common case in which, at subarray level, the beam-
forming is performed by 4 electronic beamformers placed in the antenna front-
ends. This is an advantage employed in many practical cases, e.g. in the trans-
mit/receive (T/R) elements in active electronic scanning arrays (AESA) [5], [173].
Since our scope is to characterize the performance of the OBFN only, we assume
that the front-ends have an ideal performance (flat delay response, magnitude re-
sponse equal to unity) over the complete band of interest. The optical beamformer
is placed in the back-end, to provide the larger delays needed to feed the subarrays.
As shown in the previous sections, in fact, the OBFN is capable of providing large
delays in the order of few nanoseconds, over bandwidths in excess of 2 GHz [144].

In the specific case of the Memphis project (Chapter 1), a similar approach is
employed. In demonstrator 1 (optically-controlled phased array for radio astro-
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Figure 5.28: Delays required for 30 degrees beamsteering on a 16-elements linear
array

nomy applications), in fact, the OBFN will feed an 8×8 connected-type array [174],
which is electronically beamformed at subarray level (one microwave monolithic
integrated circuit (MMIC) beamforming chip for each 2×2 subarray), and then the
remaining 16 outputs are beamformed optically. In demonstrator 2, the airborne
antenna for satellite reception is composed by 25 tiles of 8×8 antenna elements
each, as shown in the schematic in Fig. 5.30, providing sufficient receiving surface
in order to achieve the desired signal-to-noise ratio required for the targeted satel-
lite communication applications (see the analysis in Chapter 4 and in [33]). Again,
each 2×2 subarray is electronically beamformed, and the remaining 16 channels
are beamformed optically by the proposed OBFN. In the present case study, for
simplicity, we limit our analysis to a 16-element linear array. In the envisioned ap-
plication, instead, an array of up to 7 tiles in a row is produced, corresponding to 56
antenna elements in a single row, with the advantage of a much higher directivity
than in this example.

For this beam setting, the delays that have to be provided at the channels 1, 2,
3 and 4 of the OBFN are 0, 4, 8 and 12 times Δτ, that are, 0 ps, 78.68 ps, 157.36 ps
and 236.04 ps, respectively (see Fig. 5.29). Once the required delays are known, it
is possible to display the delay and phase responses required for the OBFN. Those
have been respectively calculated according to Eq. (5.12) and Eq. (5.10), and are
displayed in Fig. 5.31.

Measured amplitude and phase responses

The OBFN has been tuned employing the measurement setup shown in Fig. 5.19,
in order to match the desired phase responses. This setup has been preferred to the
one employing carrier re-insertion (Section 5.5) in order to simplify the measure-
ment process. In fact, as seen in Section 5.3.5, the SSB-SC with carrier reinsertion
still suffers amplitude and phase fluctuations due to the presence of optical fibers
in the setup. This simplified setup, instead, still allows to evaluate the phase and
amplitude excitations, without the added instability due to carrier reinsertion. It is
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Figure 5.30: Schematic of the satcom antenna array for the Memphis demonstra-
tor 2. In this array, 25 tiles of 8×8 elements each are arranged in a
diamond-like layout.



�

�

�

�

�

�

�

�

5.6. RADIATION PATTERN SIMULATION 173

11 11.5 12 12.5
0

50

100

150

200

250

300

Frequency (GHz)

G
ro

u
p

 d
e

la
y
 (

p
s
)

−1500

−1000

−500

0
P

h
a

s
e

 s
h

if
t 
(d

e
g

re
e

s
)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

AE

11 11.5 12 12.5
Frequency (GHz)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

AE

Figure 5.31: Ideal delays (left) and phase responses (right) required for 30 degrees
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important to note that such an instability is only due to the presence of fibers within
the coherent optical system, and is expected to be completely solved once the sys-
tem will be realized in an integrated manner as in the final scope of the Memphis
project (Chapter 1). With this setup, the RF phase can be given the desired offset
by adding a length of coaxial cable or of optical fiber, as discussed in the previous
sections, or by employing the separate carrier tuning (SCT) technique, as will be
thoroughly explained in Chapter 6. The measured responses are shown in Fig. 5.32.
Since we considered the front-ends to be ideal, they will not attenuate the signal
and add exactly the desired delays to the output of the OBFN. The responses of all
the outputs are shown in Fig. 5.32.

The measured phase responses show a very good match with the desired val-
ues. This has been possible by tuning the κ and φ factors of the ORRs in the corre-
sponding OBFN path in such a way to approximate with the highest accuracy the
ideal delays shown in Fig. 5.31 (left). A residual phase fluctuation is attributed to the
presence of slight reflections in the system setup, e.g. at the fiber-to-chip coupling
points at the input and at the output of the OBFN chip, and are due to the absence
of spot-size converters in this specific chip, which gives optical power losses as high
as 6 dB/facet. In the current chip implementations (see Chapter 7), this problem
has been solved by the insertion of suitable spot-size converters on-chip which can
reduce the loss down to 0.5 dB/facet according to simulations results.

The amplitude responses of the OBFN channels show an increasing attenuation
when increasing the delay, as expected, due to the longer propagation time in the
waveguide. The amplitude unbalance has been equalized using the tunable cou-
plers available on the OBFN chip at each of the combining points (see Fig. 5.1). The
resulting responses shown in Fig. 5.32 have been normalized in order to show the
residual amplitude ripple after equalization. The responses are close to the desired
unit value but present a ripple of approximately 2 dB, which has been attributed
to the non-perfectly flat magnitude response of the optical sideband filter on-chip
used in this setup to generate OSSB-FC modulation.

Wideband performance analysis

After having set the amplitude and phase responses of the individual channels, we
now can start our analysis from the point of view of the array factor that would
be generated when the beamformer is connected to the array. As shown in the
previous section, the array factor can be computed on the basis of the measured
s-parameters of the microwave network equivalent to the OBFN system. A Mat-
Lab script is used to implement the calculations, and the results are shown in the
following figures.

Fig. 5.33 depicts the array factor with respect to both the angle θ and the RF
frequency, in the band 10.7− 12.75GHz. The top figure represents the result ob-
tained by employing the ideal magnitude and delay excitations for the AEs of the
array. The bottom graph, instead, is obtained when the measured amplitudes and
phases displayed in Fig. 5.32 are fed to the AEs. In the present analysis, the normal-
ized value of directivity has been plotted; this is a common choice in all cases in



�

�

�

�

�

�

�

�

5.6. RADIATION PATTERN SIMULATION 175

10.5 11 11.5 12 12.5 13
−1500

−1000

−500

0

Frequency (GHz)

p
h

a
s
e

(s
2

1
) 

(d
e

g
)

10.5 11 11.5 12 12.5 13

-6

-5

-4

-3

-2

-1

0

Frequency (GHz)

10.5 11 11.5 12 12.5 13

0

Frequency (GHz)

φ
n

=
 p

h
a

s
e

(s
2

1
) 

(d
e

g
)

|C
n
| 
=

 |
s

2
1
| 
(d

B
)

Ch. 4

Ch. 3

Ch. 2

Ch. 1

157.36 ps

0 ps

78.68 ps

236.04 ps

Ch. 4Ch. 3

Ch. 2

Ch. 1

-500

-1000

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

AE

(a) (b)

(c)

Figure 5.32: Measured amplitude response (a) and phase response (b) compared
with the theoretical amplitude (a, solid line) and phase responses (b,
solid lines) to be provided by the OBFN in Fig. 5.29 in order to pro-
vide 30 degrees beamsteering on a 16-elements linear array. In (c) are
shown the phase responses that would be obtained at each antenna
element when ideal electronic delay lines would be used (Fig. 5.29).
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which the main interest is to compare the beam shape and the relative position of
the main lobe and of the sidelobes at different frequencies, rather than the antenna
gain, which ultimately is very much dependent on the number of elements and the
array size.

It can be noted immediately that the highest portion of the surface represents
the main lobe of radiation, which is pointed in the desired direction θ0 = 30deg at
all frequencies. Parallel to this main lobe, additional local maxima are visible, sepa-
rated from each other by sharp dips. Those local maxima represent the sidelobes of
the array, while the dips indicate the position of the minima (or nulls) of radiation.
When observing the depth of the minima, a noticeable difference can already be
seen between the ideal case and the measured case: the depth of the nulls tends
to become more shallow and irregular in the measured case. This is most likely
due to the non-perfect amplitude equalization among the AEs, which in turn does
not allow complete cancellation in correspondence of the minima of radiation ob-
served in the ideal case. Nonetheless, most of the nulls have depths of at least 30
dB and all of them show values of at least 20 dB or higher, which can be consid-
ered sufficient for the target applications [153]. In fact, we must consider that for
the final application to both satellite communication and radio astronomy, suitable
amplitude tapering techniques will be employed, which are possible thanks to the
complete reconfigurability of the OBFN and which allow a further sidelobe level
and null depth suppression [2]. In addition to that, it is expected that the system
integration will provide improved stability in the measurement of the response, al-
lowing a higher degree of accuracy in the amplitude tuning procedure and, in turn,
in the shape of the generated antenna patterns.

In this analysis, however, our main interest is the wideband performance of the
beamformer. For this reason, in Fig. 5.34 the calculated array factor is plotted in a
color-coded graph. The horizontal axis shows the pointing angle, while the scale on
the vertical axis indicates the RF frequency. The values of the array factor are visible
via color coding as indicated in the color bar on the right. This type of plot allows
to clearly identify the angular position of the main lobe, the sidelobes and the nulls
of radiation by observing the color intensity, and to effectively analyze their varia-
tion across frequency. It can be seen that the main lobe of radiation is again around
30deg as expected; in addition to that, this graph allows to see clearly that the direc-
tion of the main lobe does not vary in frequency, neither in the case of using ideal
true-time-delays (top) nor for the measured case (bottom). This demonstrates that
the OBFN performs in a squint-free manner as desired, over the complete DVB-S
band. Other noticeable differences between the two plots are the less sharp color
transition between the sidelobes and the nulls of radiation, especially approach-
ing the lowest frequency range. This again confirms that the feeding inaccuracies
create the a so-called filling effect of the nulls of radiation.

Figures 5.33 and 5.34 are effective in graphically showing the overall perfor-
mance of the OBFN with respect to frequency. It is now desirable to give a more
accurate and quantitative evaluation of this performance, as well as an analysis of
the array factor degradation due to the non-ideal excitations. For this scope, it is
useful to represent the array factor versus the angle θ for different RF frequencies,
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Figure 5.33: Simulated array factor of the 16-elements array versus angle θ and ver-
sus frequency, for the ideal AE excitations (top) and the measured AE
excitations (bottom)
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Figure 5.34: Simulated array factor of the 16-elements array versus angle θ and ver-
sus frequency, for the ideal AE excitations (top) and the measured AE
excitations (bottom). The color scale codes the value of the normal-
ized directivity (in dB).
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that is, by analyzing multiple “cuts” of the previous figures at those specific RF fre-
quencies. This is done in Fig. 5.35 for five frequency points equally spaced over the
whole band (10.7GHz, 11.2125GHz, 11.725GHz, 12.2375GHz and 12.75GHz).

From the analysis of Fig. 5.35 it can be observed that the pattern generated us-
ing the optical beamformer are very accurate with respect to the ideal patterns at
most of the frequencies. A more sensitive deviation can be seen towards the low
band. In particular, at 10.7 GHz there is a broadening of the main lobe and an ob-
servable null-filling effect for most of the radiation nulls. In addition to that, some
of the sidelobes appear to be lower than expected, a fact that generally indicates the
presence of phase errors. Considering the amplitude excitation coefficients given
in Fig. 5.32, it can be observed that in the low band the amplitude of channel 3 of
the OBF appears approximately 2 dB higher than the others, while the amplitudes
tend to become more uniform at higher frequencies. This can explain the deviation
from ideality observed only at low frequencies, and on the broadening of the main
lobe.

The right column in Fig. 5.35 shows a zoomed portion of the corresponding
diagram on the left, in proximity of the main lobe. This allows an accurate diagnosis
of the squint problem. For the high frequencies, the error in the pointing direction
is very low, in the order of a hundredth of a degree (0.02degrees at 11.2125GHz,
0.04degrees at 11.725GHz, 0.015degrees at 12.2375GHz and at 12.75GHz), which
corresponds to the 0.034%. At 10.7 GHz, the error rises to 0.2 degrees, which is still
as low as the 0.67% of the total beamsteering angle (30 degrees).

Comparison with phase shifter-based beamsteering

It is important to note how this compares with the case in which phase shifter based
beamforming would be used. Assuming the phase shift is calculated to generate
a beam with 30-degrees pointing direction at mid-band, that is, 11.725 GHz, the
phases would be the ones shown in Fig. 5.36.

The corresponding array factor would be as shown in Fig. 5.37 (top). The com-
parison with the array factor obtained using the measured OBFN response (bot-
tom) shows that for the phase shifter case the main lobe moves sensibly across fre-
quency.

A clearer view is obtained when displaying the array factors at different frequen-
cies as in Fig. 5.38. From this figure it can be seen that the use of phase shifters
would create a strong beam squint, that is, a strong variation of the pointing direc-
tion across the frequency band. Fig. 5.39 shows the amount of beam squint: the
pointing angle varies from 27.3deg at 10.7GHz through 33.15deg at 12.75GHz. The
absolute errors would then become 2.7deg (9 %) at 10.7GHz and 3.15deg (10.5 %)
at 12.75GHz, each two orders of magnitude larger than the ones obtained with
the proposed true-time-delay OBFN. As will be further discussed in Sec. 5.6.7, the
phase-shifter-based approach is inadequate to provide a solution to the broadband
beamsteering problem for the desired satellite communication application of de-
monstrator 1. On the contrary, it will be shown that this result proves the effec-
tiveness of the OBFN to solve the squint problem in Ku-band phased array antenna
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Figure 5.35: Simulated array factor of the 16-elements array versus angle θ, for the
ideal AE excitations (solid, black) and the measured AE excitations
(solid, color). The corresponding frequency is indicated on the θ-axis.
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Figure 5.36: Ideal phase responses required for 30 degrees beamsteering at
11.725 GHz, for antenna elements (AE) 1 to 16

beamsteering.
An even more effective way of showing this result is to display, on the same

graph, the maximum pointing angle versus frequency for the three cases of (1) sim-
ulated beam pointing angle based on measured excitations, versus (2) ideal delays
and (3) pure phase shift beamsteering. Fig. 5.40 shows this comparison. The vari-
ation of pointing direction across frequency due to the measured excitations fol-
lows closely the ideal true-time-delay case, showing the squint-free beamsteering
capabilities of the proposed OBFN. The deviation towards lower frequency can be
attributed to the unbalanced amplitude response among the different channels,
visible in Fig. 5.32, as explained before in this section.

5.6.7 Bandwidth analysis

By observing Fig. 5.37 one may object that the squint observed in case of using
phase shifter is not dramatic, since the desired pointing direction (+30 degrees) ap-
pears to be comprised within the angular aperture of the main lobe of radiation at
all frequency, at least for the considered case of a 16-elements array. In this section,
we will discuss this objection in detail, by analyzing the effect of the use of phase
shifters on the fractional bandwidth of the array, with respect to the system require-
ments given by the Memphis demonstrator. In particular, we will demonstrate that
the fractional bandwidth provided by the use of phase shifters is not sufficient for
the desired application, while the use of the proposed OBFN effectively solves the
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Figure 5.37: Simulated array factor of the 16-elements array versus angle θ and ver-
sus frequency, for the case of phase shifter-based AE excitations (top)
and the measured AE excitations (bottom). The color scale codes the
value of the normalized directivity (in dB). Note the large change in
the main beam direction across frequency in the phase shifter case, as
expected from Eq. (2.103), compared to the negligible variation for the
measured case.
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Figure 5.38: Simulated array factor of the 16-elements array versus angle θ, for the
phase-shifter based AE excitations (dashed), the ideal TTD-based AE
excitations (solid, thin) and the measured AE excitations using the
OBFN (solid, thick colored curves). The corresponding frequency is
indicated on the θ-axis.
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true-time-delay beamsteering (green solid line), (2) phase-shift beam-
steering (red dashed line), (3) measured excitations with OBFN (blue
circled line)

problem.
Let us consider the definition of array bandwidth given by Mailloux [2]. The

bandwidth Δ f of an array is defined as the interval comprised between the fre-
quency limits at which the gain is reduced by half power. The resulting fractional
bandwidth is given by:

Δ f

f
= ϑ3,broadside

sin(ϑ0)
= 0.866Bb

(
λ

L sin(ϑ0)

)
(5.19)

where ϑ3,broadside is the half-power beam width (HPBW) of the array at broadside,
which in turn is defined as [2]

ϑ3,broadside = 0.866Bb

(
λ

L

)
(5.20)

L is the effective array length, which for a linear array is defined as L = N dx , and for
a planar array is the dimension of the array along the principal plane considered.
Bb is called the beam broadening factor which models the beam broadening effect
due to non-uniform array illumination, e.g. in the case of amplitude tapering for
sidelobe level reduction or beam shaping (see Chapter 2). Bb = 1 for uniformly
illuminated arrays. For large arrays, the HPBW increases with the scan angle ϑ0 as

ϑ3 =
ϑ3,broadside

cos(ϑ0)
(5.21)

Fig. 5.41 shows the reduction of fractional bandwidth when the dimension of
the array L or the scan angle ϑ0 increase.
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Figure 5.41: Fractional bandwidth of an array versus dimension of the array L and
scan angle ϑ0, in case of beamsteering based on phase shifters only

To better understand the implications of this result with respect to the case of study,
let us consider the following examples. The first example analyses the reduction of
the fractional array bandwidth with the increase of the scan angle, while the second
example shows the bandwidth reduction when the antenna size increases.

Example 5.1
A single tile of the Memphis demonstrator is composed by an 8× 8 square array
with inter-element spacing of 11.8 mm. Let us imagine to place two of those tiles
close to one another, in order to calculate the HPBW along one of the principal
directions (e.g. the x-axis) according to Eq. (5.21). The dimension L will be L =
N dx = 16 · 11.8 mm = 188.8 mm. The central operating frequency of the array is
f = 11.725 GHz. Using those values we can specify Eq. (5.19) and plot the absolute
bandwidth Δ f with respect to the scan angle ϑ0 only, as in Fig. 5.42. From this plot
we can observe that, for a pointing angle of 30◦ as in the previous discussion, the
fractional bandwidth is approximately 23.47%, corresponding to an absolute band-
width of 2.752 GHz. As soon as the pointing angle goes beyond approximately 42◦,
the bandwidth of the array falls below the minimum required bandwidth (2.05 GHz)
required for the Memphis demonstrator. For the maximum scan angle of 60◦, the
bandwidth reduces to 13.55%, corresponding to 1.589 GHz.

Example 5.2
In the Memphis demonstrator, the architecture of the complete antenna array is
as shown in Fig. 5.30. In the principal directions (x or y), 7 tiles of 8×8 antenna
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188.8 mm, f = 11.725 GHz), in case of beamsteering based on phase
shifters only
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elements are placed adjacent to each other, thus forming an array with 7 · 8 = 56
antenna elements in the principal direction. The total dimension of the array along
this principal plane is thus L = N dx = 56 · 11.8 mm = 660.8 mm, comparable to
the size of a standard satellite dish for DVB-S. Fig. 5.43 shows the bandwidth of
this array with respect to the steering angle. Compared to the previous example,
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Figure 5.43: Array bandwidth versus scan angle for an 56-elements linear array (L =
660.8 mm) and for a 16-element linear array (L = 188.8 mm), in case
of beamsteering based on phase shifters only (center frequency f =
11.725 GHz)

from this plot we can observe that, keeping the same array parameters (frequency,
antenna element spacing and steering angle), an increase in the dimension of the
array leads to a reduction in the fractional bandwidth. In fact, the bandwidth is now
only 6.71% (786.3 MHz) at 30 degrees, and only 3.87% (454 MHz) at 60 degrees, and
stays beneath the 2.05 GHz required by the application only up to a steering angle
of 11 degrees.

An additional interesting observation is the plot of the bandwidth with respect
to the number of antenna elements, for a fixed steering angle, as in Fig. 5.44. This
figure shows that, assuming phase-shifter based beamforming, given a maximum
desired steering angle, the number of elements of the array cannot exceed a certain
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maximum number, which in our case is 22 if we limit the steering to ± 30 degrees
and only 12 for the complete steering to ± 60 degrees.
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Figure 5.44: Array bandwidth versus number of antenna elements, for a beam-
steering of 30 degrees (right, red) and 60 degrees (left, blue), in case
of beamsteering based on phase shifters only ( f = 11.725 GHz)

More in general, a direct relation between actual bandwidth and array size can
be derived [2] from Eq. (5.19):

L sin(ϑ0) = 0.886Bb
300

Δ fMHz
(5.22)

This equation generally shows that, given a certain required bandwidth, the dimen-
sion of an array only using phase shifters cannot be larger than a certain upper
limit. In many cases, especially for telecommunication applications, the antenna
dimensions are determined by other factors besides the bandwidth, e.g. the an-
tenna gain, the G/T, etc [2]. This shows that the use of true-time delay beamformers
for the realization of the feeding network is imperative in many cases, especially for
low-power, high-frequency future telecommunication applications.
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Interference from adjacent satellites

In the previous section we have discussed how the use of phase shifters limits the
number of elements (thus the size), the steering angle and the bandwidth of the
array. This brings to the conclusion that true-time-delay beamforming is necessary
to guarantee the desired performance to the antenna system.

In addition to that, it is important to consider another fundamental require-
ment for the antennas employed in telecommunication applications, that is the
rejection of interference signals. In particular, when dealing with satellite commu-
nications, the requirements on interference are particularly stringent due to the
very low power involved [33]. From the beam pattern point of view, this discussion
leads to the consideration that it is important that the radiation pattern of the ar-
ray should present a maximum of radiation pointed towards the direction of the
desired satellite, and minima of radiation in the direction of any sources of inter-
ference, for example other satellites on geosynchronous earth orbit. The use of
antenna arrays is particularly advantageous for the flexibility it provides in terms of
antenna pattern shaping. Relatively simple amplitude and phase weighting tech-
niques [2, 148] can be implemented in order to reduce the amplitude of the side-
lobes (see Chapter 2). More advanced and well established techniques allow an
active interference rejection via adaptive nulling [175]. A large amount of scientific
literature deals with the evolution of this specific topic, which is beyond the scope
of this research. In our study, however, we can already derive a simple condition to
show again the necessity of use of true-time-delay beamforming.

In order to avoid interference from adjacent satellites, it is of fundamental im-
portance that the main contribution to the incoming power comes from the desired
satellite transmitter. This in turn implies that the main lobe of radiation from the
array shall point to the desired satellite over the whole operating bandwidth.

By means of the simplified example of the 16-elements linear array, we have
shown that the use of true time delays allows a squint-free behaviour, in contrast
with the phase shifter based approach. If we consider that adjacent satellites have
an azimut spacing of approximately 2 degrees, it is important that the main lobe of
radiation stays within this angular range. To assure that, we will first calculate the
HPBW of the satellite array envisioned for the Memphis demonstrator, and subse-
quently we will combine this result with the information on the inter-satellite az-
imut spacing in order to derive a condition for the maximum allowable squint in
band.

Considering Eq. (5.20) and Eq. (5.21) we can calculate the HPBW at broadside
for the 56-elements array of Example 5.2 as

HPBWbroadside = 0.866Bb

(
λ

L

)

≈ 0.866 ·1 ·
(

0.02554

0.66

)
= 0.03354rad ≈ 1.9215deg (5.23)

and at the limit angle ϑ0 = 60degrees
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HPBW60deg =
HPBWbroadside

cos(ϑ0)

≈ 0.03354

0.5
= 0.06708rad ≈ 3.8434deg (5.24)

After having calculated the HPBW at 60 degrees beamsteering, let us analyze the
amount of squint experienced by the array which, according to Eq. (2.103) in Chap-
ter 2 is

ϑ( f ) = arccos

[
f0

f
cosϑ0

]

= arccos

[
11.725GHz

f
cos(60deg)

]
(5.25)

Let us consider the worst case where the beam squint will occur on the same plane
as the azimuth angle, meaning that, across frequency, the pointing direction will
move from one satellite towards the other due to squint. If we now plot the ac-
tual pointing direction (affected by squint) with respect to frequency (Fig. 5.45), it
is possible to see at which point the beam squint can no longer be tolerated. In fact,
on the same figure, we also indicate the azimuth position of the desired satellite (60
degrees) and the neighboring satellites (at 58 and 62 degrees), assuming an inter-
satellite azimuth spacing of 2 degrees. Two other lines indicate the intermediate
angular positions, between the main satellite and its immediate neighbor. As soon
as the main beam crosses this line, it can be said that the power from the interferer
becomes stronger than the power from the desired satellite. The figure shows that
this would occur at the frequencies of 11.38 GHz and 12.09 GHz, for a total usable
bandwidth of only 710 MHz, versus the desired 2.05 GHz. It must be considered
that, in this analysis, we assumed the very simple hypothesis that, to avoid interfer-
ence, the main beam direction shall be closer to the direction of the desired satellite
than to the ones of the neighboring satellites. In practice, this assumption is more
stringent, further reducing the usable bandwidth.

Employing true time delays would allow a strong reduction (or, ideally, a com-
plete elimination) of the squint phenomenon, thus reducing the problem of inter-
satellite interference to an acceptable limit.
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Figure 5.45: Pointing direction versus frequency for a 56-elements array for satel-
lite communications, fed by phase-shifer beamforming. The position
of the target satellite is at 60 degrees of azimuth angle. Neighboring
satellites are at 58 degrees and 62 degrees, and act as interferers. The
squint phenomenon due to the use of phase shifter would limit the
usable bandwidth to 710 MHz.
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5.7 System integration and pattern measurements

In this section will be described the system integration and the experimental demon-
stration of a photonically beamformed, 4-elements receiving array antenna for ra-
dio astronomy applications. This work represents the first demonstration of the
squint-free, continuously tunable beamsteering capability offered by an integrated
photonic beamformer based on optical ring resonator true time delay units, via
analysis of the measured radiation patterns. The integrated beamformer is realized
in a low-loss optical waveguide technology, realized by LioniX B.V. with a CMOS
compatible process. The measurements show a wideband, continuous beamsteer-
ing operation over a steering angle of 23.5 degrees and an instantaneous bandwidth
of 500 MHz limited only by the measurement setup.

For the system integration, a new OBFN chip has been designed, realized and
characterized. This new chip will be used to feed a 4×4 planar array for radio astro-
nomy applications. For this reason, this chip is designed to process the signals of
16 different antenna elements of the planar array. This OBFN chip will be referred
to as the “SKY” chip.

The specific application described in this section used a 4×4 planar array for the
complete 400 to 1500 MHz frequency band [176], for which the architecture shown
in Fig. 5.46 has been designed. The total bandwidth (beyond 100%: see Chapter 2
for the definition of percentage bandwidth) can now be processed at once by the
optical beamformer, while in the full electronic system it had to be divided into
40 MHz-wide instantaneous sub-bands [177]. Such a large percentage bandwidth
is made possible by the properties of ORR-based delay units, as discussed in Section
6.1. The network (Fig. 5.46) has 16 optical inputs, corresponding to the individual
antenna elements of the 4×4 array, and 1 optical output. The signals received by
the individual antenna elements are converted into the optical domain by employ-
ing an array of 16 Mach-Zehnder electro-optical modulators (MZM). The optical
carrier for each modulator is provided by a single laser source via a 1×16 optical
splitter. The received RF signals, once transferred to the optical domain, are pro-
cessed and coherently combined by the beamformer chip. The optical combiners
described in Subsection 4.1.2 are placed in such a way to form a binary tree struc-
ture, as shown in Fig. 5.46. The inputs of the horizontal subarrays, or rows (Fig. 5.46,
left side) are combined by the left section (horizontal beamforming). Their outputs
are combined by the right section (vertical beamforming). The optical output is
then fed to a photodetector, to recover the RF signal. The details on the integration
of the OBFN in the system setup will be described in Section 5.8.

5.7.1 Optical technology and chip realization

The beamformer chip has been realized by LioniX B.V. on a silicon substrate. The
design of the optical waveguides is based on the TriPleX™ technology, which has
been optimized for low loss and minimum chip area occupation, as described in
[144, 147, 178]. In this design, the limiting factor to footprint reduction was the
minimum bend radius of 700 μm, needed to ensure negligible bending losses. In
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optical combiner

phase shifter

delay units

Figure 5.46: 16×1 OBFN schematic (right), corresponding to a 4×4 planar array
(left). The position of the ORR delay elements, optical phase shifters
and combiners and their connections are displayed. (From [160])

present implementations, the minimum bend radius that can be used before bend-
ing losses start to play a significant role has been reduced by almost a factor 10 [24].
The low propagation losses, which are as low as 0.2 dB/cm for the most recently
measured chip [159], assure that the insertion of the beamformer in the receiver
has negligible effect on the system performance. The effects at system level of the
insertion of the described optical beamforming chip in the receiver have been the-
oretically analyzed in [33] and for a more general case in [179].

The programmability of the delays produced by the ORR units is based on the
same thermo-optical tuning mechanism employed in the FLY chip [147].

The layout of the optical beamformer is shown in Fig. 5.47, where the optical
waveguide layout is overlapped with the electrical leads layout. The input wavegui-
des (left) fan out to the inputs of the first beamformer section, where it is possible
to recognize the eight ORRs placed on every other input, as shown in the schematic
of Fig. 5.47. The OBFN section 2 contains four pairs of two ORRs each. Sections 3
and 4 contain four rings in total. The optical filter included in the layout is not used
in this application and is bypassed during operation. The heater sections used to
tune the OBFN are connected to the ground line at one side and to a specific bond
pad at the other side, allowing independent control of all the heater elements.

The chip is relatively compact, measuring 13×70 mm. It has been pigtailed with
two fiber array units (FAU) for ease of testing. The input and the output FAUs con-
tain 16 polarization maintaining single mode fiber pigtails each, which provide an
easy access to all the inputs and outputs of the chip. A picture of the packaged chip
is shown in Fig. 5.48, where the input FAU can also be seen.
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Section 1 Section 2 Section 3 Section 4 Optical sideband filter
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shifter
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(a)
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Figure 5.47: Overview of the 16×1 OBFN chip layout (13×70 mm). Waveguides,
heaters for electro optical tuning, bond pads and lines for electrical
control are visible. The insets provide a closer view of the tunable
combiner (a), of the phase shifter and of the optical ring resonator (b).
(From [160])
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Figure 5.48: Photograph of the packaged chip (a), with electrical (b) and optical (c)
connections. The fiber array unit (d) and the copper block used as
support and heat sink (e) are also visible. (From [160])

5.8 Description of the RF photonic integrated system

The wideband, continuous beamsteering capability of the proposed beamformer
structure has been demonstrated by a measurement in the near field antenna test
range facility of The Netherlands Institute for Radio Astronomy (ASTRON). The
OBFN subsystem has been integrated on the antenna array. The integration and
the experimental results are described in the following sections.

5.8.1 Antenna array and front-end

The antenna employed for the demonstration consists of a 4×4 elements array of
Vivaldi antennas, operating in the 400 to 1500 MHz frequency band [176]. This type
of radiating element allows ease of integration and exhibits an active reflection co-
efficient below -10 dB over the whole frequency band. The 4×4 rectangular subar-
ray is a subsection of the EMBRACE tile [177], shown in Fig. 5.49, left. Fig. 5.49, right
indicates the position of the 4×4 rectangular subarray with respect to the complete
tile.

Each antenna element is connected to a low noise amplifier (LNA), based on a
commercially available active device, designed for minimum noise figure and al-
lowing a total system noise temperature well below 100 K [177].



�

�

�

�

�

�

�

�

5.8. DESCRIPTION OF THE RF PHOTONIC INTEGRATED SYSTEM 197

Figure 5.49: Schematic representation of the antenna tile: 3D view (left), front view
(right). The complete tile is built out of 6 individual PCBs. In the front
view, each diagonal segment represents one of the Vivaldi antenna el-
ements. The 16 numbered elements are the ones which have been
connected to the photonic subsystem (4×4 rectangular subarray). The
4-element linear subarray used for the demonstration is the one sur-
rounded by the dashed line (1×4 linear subarray - active subarray). Its
position and orientation with respect to the complete tile are visible
here. (From [160]) (3D view: edited from http://www.skads-eu.org)
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5.8.2 Photonic subsystem

For the demonstration presented here, a 1×4 linear subarray of the realized 4×4
rectangular subarray has been tested. The direction of the 1×4 linear subarray
forms an angle of 45 degrees with the sides of the tile, and its position in the com-
plete tile is shown in Fig. 5.49, right. The corresponding RF photonic integrated
system is schematically represented in Fig. 5.50 and described below.

Figure 5.50: Setup used in the radiation pattern measurements (From [160])

The photonic subsystem (Fig. 5.50) consists of the following main components:
laser; erbium-doped fiber amplifier (EDFA); optical splitter array; modulator array;
optical beamformer chip; detector; control and bias electronics.

The RF circuit boards connecting the antenna elements to the active front ends
have been modified to allow the integration of the photonic components (Fig. 5.51).
In particular, each of the LNA outputs has been connected to a Mach-Zehnder mo-
dulator (Photline MXAN-LN-10), mounted on the same PCB as the LNAs, via SMA
connectors. The modulators come in a package with single mode, polarization
maintaining (PM) input and output fibers. All the optical components used be-
tween the laser and the beamformer employ PM fibers. They have been individu-
ally tested and characterized prior to assembling, and their fiber lengths have been
equalized by the manufacturer, upon request, for the specific application. This
equalization process has been performed in order to match the lengths (thus the
delays) among the different channels. The residual unavoidable length differences
have been compensated using the programmable delays included in the photonic
chip. The measured optical insertion loss of each modulator is approximately 4 dB
and the value of half-wave voltage (Vπ,RF) is around 5 V. Slight differences in the op-
tical insertion loss have been observed among the different modulators as well as
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among the different channels of the 1×4 optical splitter array. During assembly, an
effort has been made to minimize the imbalances among the different beamformer
channels, by careful selection of the MZMs to be connected to the individual out-
puts of the optical splitter array, thus maximizing the amplitude matching of the
beamformer. Any residual amplitude unbalance among the channels was compen-
sated by using the continuously tunable combiners. After the delay and combining
processing in the OBFN, the resulting signal is detected with a photodetector (Agere
2560A, 3 dB bandwidth of 13 GHz and responsivity of 0.8 A/W).

The optical carrier is provided by a high-stability tunable laser (ANDO AQ4321D),
set to an optical output power of 4.9 dBm and whose wavelength has been tuned to
lie in the center of the optical delay band. The output of the laser is then split into
4 optical carrier signals by a 1×4 optical splitter array (Fig. 5.50).

The fiber-chip coupling at the input and output of the OBFN introduces a cou-
pling loss of around 6 dB per facet due to the absence of a spot size converter at
the fiber-chip interface. An EDFA (gain = 22 dB) is used immediately after the laser
to compensate this loss. In future implementations, suitable spot size converters
will be introduced to reduce the coupling losses thus removing the need for optical
amplification.

A network analyzer (HP 8753D) is used to measure the RF-to-RF responses (s21

parameter) of the individual OBFN paths. Port 1 of the network analyzer is con-
nected to the probe antenna, and the output of the photodetector is connected to
port 2 (Fig. 5.50).

Figure 5.51: Detail of the back side of the antenna tile. The discrete optical compo-
nents are mounted on the same PCB as the LNAs (a). Note the modu-
lators (b), the reels (c) for the mechanical support of the fibers and the
panels (d) supporting the optical connectors. (From [160])
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5.9 Experiment

The optical beamformer can be tuned as desired by using dedicated software. De-
tails on the tuning technique can be found in [147]. The preliminary step for the
OBFN tuning consists in setting the desired bias point for each of the MZM modu-
lators. In this test, a double sideband full carrier (DSB-FC) modulation has been
achieved by biasing the modulators at their quadrature point [33]. The required
bias voltages have been determined manually for each of the modulators.

5.9.1 Delay settings

Once the bias point has been set for all the modulators, the optical chip can then
be tuned to give the proper amplitude and delay settings required to implement the
desired beam pattern.

First, a single optical path is isolated by properly tuning the optical combiners
to separately set its delay response. A test tone at the frequency of 1000 MHz and
power of -30 dBm is generated with the network analyzer and fed into the modula-
tors via the probe antenna. The RF power is set to this value to ensure that the LNAs
operate in linear region.

The first step is tuning the delay elements. Given the desired steering angle ϑ

for the main lobe, the corresponding required delay difference to be set between
adjacent antenna elements is calculated as [148, 180]

Δτ= d cos(ϑ)

c0
(5.26)

where d is the inter-element distance shown in Fig. 5.49, and c0 the speed of light
in vacuum.

The desired delay is then set by employing the ORR-based delay units previously
described and visible (with numbering) in Fig. 5.52. Sweeping the laser wavelength,
the resonance frequency of the ORRs can be easily identified and subsequently
tuned to match the modulated RF signal band (phase-shift method [165, 166]).

The desired delay difference Δτ given by Eq. (5.26) can be obtained by setting
the corresponding phase difference at the frequency f of operation, using the rela-
tion

Δφ f = 2π f Δτ (5.27)

The OBFN paths connected to the subarray in use are the (3,1)-(3,4) as indicated
in Fig. 5.49. First (Fig. 5.52), the path corresponding to input (3,1) can be isolated
by tuning the combiners C5, C11 and C14. The RF phase response of this path is
set to 0 degrees and used as a convenient reference for tuning the relative phases of
the remaining inputs.

The other paths are then isolated and tuned one at a time. First ring number
5 in the path corresponding to input (3,2) is tuned to give the phase shift Δφ1GHz,
calculated with Eq. (5.27), compared to the reference path of input (3,1). Then, with
the same procedure, rings 13 and 14 are tuned to set the phase shift to be 2Δφ1GHz
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Figure 5.52: 16×1 OBFN schematic. Numbering of inputs, optical combiners and
ORRs is indicated. (From [160])

desired for path (3,3). Similarly, ring 6 is then tuned to add enough delay to achieve
in path (3,4) a phase shift of 3Δφ1GHz.

The method described here allows the beamformer to be programmed to gen-
erate a main array beam at an arbitrary pointing angle.

The possibility to achieve good isolation among the different channels is im-
portant to guarantee high accuracy for the operation of delay tuning. The isolation
provided with the MZI combiners was tested prior to integration to be in the order
of 30 dB, thus adequate for an accurate calibration of the individual channels. A
very high repeatability and stability of the combiner settings was also demonstra-
ted and reported in our previous work [147]. This allowed the combiner settings to
be determined prior to integration and then recalled in the calibration phase of the
integrated system. (Any slight residual deviation from the desired isolation could
be compensated for by an additional and highly accurate isolation procedure. This
procedure consisted in observing any residual optical interference between the iso-
lated channel and the remaining ones, and in fine-tuning the coupling ratio of the
combiners to remove this residual interference, thus providing the best possible
isolation among the channels.)

5.9.2 Amplitude settings

After the delays have been set as desired with the procedure described above, the
second step is the equalization of the amplitude. The individual input-output paths
are again isolated and the magnitude of the s21 is compared for the different inputs.
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Due to the binary tree architecture of the OBFN, adjacent pairs of channels can be
equalized by setting a single combiner. That is, the pairs of inputs (3,1)-(3,2) and
(3,3)-(3,4) can be equalized in power by using the couplers C5 and C6 in Fig. 5.52,
respectively. Once those pairs have been individually equalized, the coupler C11
can be used to set the same value for the magnitude of the optical link gain (s21) in
the four channels. In this way it is possible to obtain a uniform amplitude excita-
tion.

5.9.3 Calibration accuracy, stability and repeatibility

In this demonstration, the beamformer channels have been manually tuned in am-
plitude and phase for each beam setting. With the described procedure, the ampli-
tude and phase match achieved among the four channels is within 0.5-1 dB in am-
plitude and below 5 degrees in phase difference (at 1 GHz). For the off-broadside
beams, the same high degree of accuracy in the calibration was obtained between
the measured and the desired phase differences among the channels, calculated
using Eq. (5.27).

The calibration settings obtained with the described manual tuning approach
are stable, and can be saved and recalled at any time. Multiple tests of the same
beam setting were repeated at several days of distance from each other and showed
very consistent results, giving a further proof of the repeatability of the settings and
of the reliability of the thermal stabilization mechanism employed.

In the real application scenario, a software program for automatic calibration
has been implemented on a microprocessor-based platform and is currently being
tested. Through an initial, one-time calibration procedure, this software also allows
to include corrections for amplitude and phase deviations of the measured OBFN
components and for the measured electrical and thermal crosstalk that might oc-
cur in the OBFN chip, due to unavoidable inaccuracies in the chip realization. This
approach will allow even higher accuracy in the calibration procedure and will re-
move the need for the cumbersome manual calibration process.

5.9.4 Optical phase synchronization

An aspect which had to be properly considered while performing the measurement
was to guarantee the so-called constructive optical interference condition. The pre-
sented optical beamformer is a coherent system, meaning that the optical signals
have to be combined in phase. Failure to maintain this condition will lead to a loss
of the optical signal and, thus, of the RF signal. For this reason, the beamformer
includes tunable optical phase shifters before each combining point (see Fig. 5.52)
to adjust the optical phase in each branch in order to achieve constructive inter-
ference. Keeping a constructive interference condition at all times can become an
issue when using the OBFN in setups where optical fibers are used between the
splitting and the combining points, since any mechanical stress and temperature
variations on the fibers can create fluctuations of the optical phase, thus an insta-
bility problem, as previously discussed in Chapter 4.
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By careful design of the mechanical support and of an enclosure for the fibers,
the system is made to work. The following countermeasures have been taken: (1)
all the fibers in the setup were fixed using reels and panel mounted connectors with
the scope to minimize mechanical vibrations (see Fig. 5.51); (2) the demonstrator
was placed in an air conditioned anechoic room (Fig. 5.53) at stable temperature;
(3) the whole fiber setup was enclosed in a Plexiglas structure, visible in Fig. 5.53
(b) and (c), which allowed sufficient thermal insulation and avoided fiber vibrations
that might have been caused by the airflow present inside the anechoic room due to
the air conditioning system. This solution allowed to keep the system setup stable
for the whole duration of the antenna pattern measurement.

Currently a novel system is being developed aiming at the integration of the
modulators with the OBFN. In this solution, all the signal paths will be integrated
on-chip, hence solving the problem of phase instability created by the presence of
optical fibers.

Figure 5.53: Integrated system mounted in the antenna test range. Left, near-field
2-axes scanning probe (a). Right, vertically-mounted integrated an-
tenna demonstrator (b, c, d). Different parts of the integrated system
are visible. Back side of the antenna tile with integrated RF photonic
devices (b). The OBFN chip is inserted in the transparent box visi-
ble on the back side of the integrated demonstrator (c). OBFN control
electronics (d). (Picture from [160])
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5.10 Antenna pattern measurements

Antenna pattern measurements are used to validate the performance of the OBFN.
This approach takes into account the setup non idealities, in contrast to other works
that used simulated radiation patterns based on measured scattering parameters
[56,168,181]. The latter approach does not take into account several non idealities,
such as the effects of frequency dependence of the beam shape which do not di-
rectly depend on the beamformer (e.g. the mutual coupling between the elements,
the change in the active reflection coefficient of the antenna with frequency and
the element beamwidth variations), as described in [4].

The integrated array system (OBFN + antenna) was mounted inside the ane-
choic chamber on a support which could be rotated on the horizontal plane and
whose distance from the scanning plane of the near field probe could be adjusted,
in order to measure the radiation patterns (Fig. 5.53, right). The distance between
the probe and the antenna under test has been optimized in order to obtain an ac-
curate measurement of the radiation pattern. The near field probe is driven by a
computer controlled 2-axes positioner for automatic near field scanning (Fig. 5.53,
left). Several test scans have been conducted in order to find the optimal parame-
ters in terms of scanning range and accuracy, i.e. number of measurement points
per scanning direction.

The measurement results are depicted in Fig. 5.54. Our aim was to test the
RF photonic system over the whole band for which it was designed, that is, 400
to 1500 MHz. However, due to limitation in the measurement setup, it was not
possible to measure patterns below 1 GHz which corresponds to the lowest cutoff
frequency of the waveguide probes available. For this reason, 4 frequency points
between 1 GHz and 1.5 GHz were measured.

5.11 Discussion

The measurements have been performed at the frequencies of 1000 MHz, 1150 MHz,
1300 MHz and 1500 MHz, for three different beam pointing directions (0, -11.5, -
23.5 degrees) chosen to illustrate the squint-free operation.

The measured radiation patterns are displayed in Fig. 5.54, normalized to the
maximum value. They show a very good agreement with the simulation results
(shown by the solid lines) obtained by considering the effect of ideal delays, as in
Eq. (2.47). In particular, it is important to note how the position of the main lobe of
radiation (indicated by the arrows) does not change across the band, for the three
different beam pointing directions, thus demonstrating the desired squint-free, or
wideband, beamsteering. In the following subsections a complete analysis of the
beam patterns is described, taking also into account the influence of parasitic, to
demonstrate the squint-free beamsteering.
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Figure 5.54: Measured (thick lines) vs simulated (thin solid lines) radiation pat-
terns (E-plane) for three different pointing angles of the main beam:
0 degrees (top), -11.5 degrees (centre) and -23.5 degrees (bottom). The
measurements are also compared with the patterns that would be ob-
tained in case phase shifters are used (dashed lines). Measurements at
four frequencies (left to right: 1000 MHz, 1150 MHz, 1300 MHz, 1500
MHz) show the absence of beam squinting for the main lobe (indi-
cated by the arrows) over the whole frequency range. Note the shift
to the right of the leftmost null of radiation and the irregular shape
assumed by the main lobe, in several of the measured patterns, as a
consequence of parasitic in the measurement setup. (From [160])
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5.11.1 Parasitic effects in beam pattern measurements

For the broadside beam (0 degrees pointing angle) the sidelobe levels are particu-
larly low, and another interesting phenomenon can be observed. Instead of the ex-
pected perfect symmetry around the 0 degrees elevation angle, the sidelobes show
lower values for negative pointing angles, when compared to theory, and slightly
higher values towards the positive angles, with a corresponding null filling effect
that becomes more visible moving towards higher frequencies.

The accuracy of the amplitude and phase matching, resulting from the accu-
rate calibration phase described in Section 6.4, led us to exclude phase errors as
the main cause of the non ideality of the measured radiation patterns. Instead,
this asymmetric offset phenomenon is attributed to the parasitic coupling effects,
which could not be completely avoided, between the scanning probe and the metal
ground plane on which the Vivaldi antenna elements are mounted for structural
reasons. The fact that the subarray under test is not in the exact center of the metal
plane (as visible in Fig. 5.49), creates the observed asymmetry with respect to the
elevation angle. At higher frequencies and steering angles, where the system be-
comes more sensitive to the described non idealities and asymmetries of the setup,
the parasitic coupling creates higher sidelobe levels and a shift of the leftmost null
of radiation which also affects the shape of the main lobe.

An additional source of pattern degradation is likely to have originated from the
mutual coupling between the active array and the unused antenna elements of the
tile. The latter were connected to their corresponding low noise amplifiers, which
were kept biased in the ON state in order to provide the desired terminating im-
pedance to the antenna elements and thus minimize reflections. Nonetheless, not
all the antenna elements of the array could be put in place during the measure-
ments. This was due to the structural modifications that had to be performed in
order to accommodate the photonic components on the antenna PCBs. The ab-
sence of several antenna elements is likely to have had a detrimental effects on the
beam pattern and to have been an additional factor to their mentioned asymmetry
and null filling effect.

5.11.2 Beam analysis

The discussion described so far clearly shows that the measurements are heavily
affected by serious parasitic phenomena, that unfortunately could not be removed
because intrinsic to the measurement setup. The presence of those non-idealities
must be carefully considered when analyzing the measured array beam patterns.
Given those conditions, to objectively evaluate the performance of the proposed
beamformer it is important to isolate as much as possible the effect of those par-
asitic effects from the analysis of the generated beams. For this scope, we can ob-
serve that the non ideal effects on the beam patterns (namely, a shift of the leftmost
null of radiation, accompanied by an irregular, asymmetrical shape of the main
lobe) are particularly visible for elevation angles around and below -20 degrees, in
most of the graphs. This leads us to consider this range as the least reliable to judge
the behavior of the array. As a consequence, we need to observe the graphs in the
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range that shows the patterns being less affected by parasitic, thus providing the
best possible degree of trustworthiness. For this scope, Fig. 5.55 shows a magnified
view of the non broadside beams at -23.5 degrees over the elevation range between
-20 and +60 degrees. In this way we can evidence the pattern shape in the eleva-
tion range which was less affected by the setup non-idealities, that is, at the right
of the main lobe. In this region, the parasitic do not disrupt the shape of the main
lobe, and the sidelobes are higher but in the expected position. From these plots is
immediately evident how the measured response (solid thick line + dots) (which at
those angles is less influenced by the effect of parasitic) shows a good match with
the ideal response (solid line), both in terms of position and shape of the main lobe,
position of sidelobes and nulls of radiation, and evidences instead a large and clear
difference when compared with the squinted response that would be obtained us-
ing phase shifters only (dashed line). This gives a proof of the benefit of using time-
delay steering even with a steering angle limited to -23.5 degrees from broadside.
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Figure 5.55: Beam analysis: the measured beam patterns (thick solid lines + dots)
are observed and compared with simulations in the elevation range
less affected by parasitic effects (-20 to +60 degrees). The comparison
shows that the shape of the main lobe and the position of the sidelobes
of the measured patterns coincide with the ideal true-time-delay pat-
terns (thin solid lines), and do not show the squint effect suffered by
phase shifter based beamforming (dashed lines). This result shows the
absence of beam squinting and the utility of true-time-delay beam-
forming. (From [160])

In general, a comparison of the pointing direction of the main lobe is the most
evident proof of squint-free behaviour. Nonetheless, for the same reasons described
above, if the effects of parasitic are not carefully considered, a misleading result
might originate from this analysis. In particular, in Fig. 5.54 we can observe that
the main lobe is affected by asymmetry in shape, showing a clear “bump-like” de-
viation from its regular quasi-parabolic shape. At -23.5 degrees, this effect moves
the maximum to the left (at 1000 MHz) or to the right (at 1150 and 1300 MHz) com-
pared to the position of the maximum that would be expected observing the overall
shape of the main lobe. At 1500 MHz the shift of the leftmost null, due to para-
sitic, completely changes the shape of the lobe. For this reason, the asymmetrical
shape of the main lobe would lead to misleading conclusions when the main lobes
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Figure 5.56: Beam analysis: (a) the asymmetry in the main lobe of radiation caused
by parasitic (solid line) can be compensated by interpolation (dotted
line). (b) The interpolated beams (solid lines) are overlaid on the same
angular scale to evaluate the pointing direction at different frequen-
cies, and for comparison with the beams that would be obtained us-
ing phase shifters (dashed lines). (c) The pointing direction versus
frequency show a very limited amount of squint when compared to
the one that would be obtained using a beamformer based on phase
shifters. (From [160])
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maxima would be compared without trying to mitigate the effect of this parasitic.
The actual pointing direction of the pattern generated by the array can more accu-
rately be estimated by analyzing the overall shape of the lobe, instead of its absolute
maximum that has been shown to be affected by the setup non idealities (mislead-
ingly moved to the left or to the right). Thus, in Fig. 5.56 (a) we estimate the actual
main lobe pointing direction by interpolation of the measured point of the com-
plete main lobe (at 1500 MHz, the interpolation is based on the right part of the
main lobe, the left part being strongly affected by the shift of the leftmost null of ra-
diation mentioned before.) At this point, in Fig. 5.56 (b) we can overlay the beams
on the same angular scale to evaluate the pointing direction at different frequen-
cies. In Fig. 5.56 (c) the actual pointing direction are compared with the ones that
would be generated by using phase shifters, showing the squint reduction and thus
the utility of the true time delay beamformer.

From Fig. 5.56, it is immediately visible how the percentage variation of the
achieved beam pointing direction is much lower than the one for the squinted
beams, giving a further proof of the advantage of time delay beamsteering com-
pared to the use of a phase shifter based beamformer.

These observations demonstrate that the asymmetric behavior is only due to
setup non idealities and that the beamformer is capable of squint-free beamsteer-
ing. This is shown over an instantaneous bandwidth of 500 MHz, for a beamsteer-
ing of 23.5 degrees, corresponding to approximately 495 ps delay difference among
the opposite elements of the array, or 14.94 cm distance in air. The bandwidth
is only limited by the measurement setup, and is expected to be over 100% (400-
1500 MHz by design) if this limitation were removed.

5.12 Conclusion

In this work we have reported the system integration and demonstration of a pho-
tonically controlled antenna system where the integrated beamformer chip is based
on optical ring resonator delay units.

The measured radiation patterns show that the beamformer chip is capable of
wideband operation. The instantaneous bandwidth is at least 500 MHz and is lim-
ited only by the measurement setup.

Future implementations aim to develop a novel fully integrated RF photonic
system, eliminating the need for fiber-based components and optical amplifica-
tion. This will provide prominent benefits in terms of optical phase stability, com-
pactness and cost.
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6
Separate Carrier Tuning Technique

In this chapter1 we report an integrated photonic signal processor consisting of a re-
configurable optical delay line (ODL) with a separate carrier tuning (SCT) unit and
an optical sideband filter on a single CMOS compatible photonic chip. The process-
ing functionalities are carried out with optical ring resonators as building blocks.
We show that the integrated approach together with the use of SCT technique al-
lows the implementation of a wideband, fully-tunable ODL with reduced complex-
ity. To highlight the functionalities of the processor, we demonstrate a reconfigurable
microwave photonic filter where the ODL has been configured in a bandwidth over
1 GHz.

1Published as: M. Burla, D. A. I. Marpaung, L. Zhuang, C. G. H. Roeloffzen, M. R.
H. Khan, A. Leinse, M. Hoekman, R. G. Heideman, “On-chip CMOS compatible reconfigu-
rable optical delay line with separate carrier tuning for microwave photonic signal process-
ing,” Optics Express, 19(22), 21475-21484 (2011) [182]. This paper was selected to appear
in the Research Highlights of the Dec. 2011 Technology Focus issue of Nature Photonics:
http://www.nature.com/nphoton/journal/v5/n12/full/nphoton.2011.309.html.
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6.1 Introduction

In Chapter 3 we have discussed how, in recent years, the use of photonic technology
for control of phased array antennas has been proposed as an attractive solution in
the cases where high performance in terms of bandwidth, multibeam capability or
fast reconfigurable operation are needed [31, 53]. Various approaches have been
proposed to implement reconfigurable true time delay (TTD) lines employing pho-
tonic crystals [183], semiconductor waveguides [184–186] or exploiting nonlinear
effects in optical fibers, such as the stimulated Brillouin scattering (SBS) [187–189].
Several authors have proposed and demonstrated the advantages that can be ob-
tained by employing integrated variable optical delay lines (ODL) based on cas-
caded optical ring resonators (ORR) [99, 144, 190, 191]. The main advantages of
this approach are the large instantaneous bandwidth, continuous delay tunability,
compactness and CMOS compatibility of the technology given by the integrated
photonic approach [192–195]. In some cases, all this can be achieved with low loss
(as low as 0.1 dB/cm with a waveguide bending radius of 70 μm, as reported in [24]),
which is a particularly important aspect in the common practical situation where
the optical beam former (OBFN) is placed in the front-end of low noise receiver sys-
tems, e.g. in the case of application of phased arrays to satellite signal reception or
radio astronomy.

Many solutions, however, suffer a tradeoff between maximum achievable delay,
operating frequency and bandwidth. For MWP signal processing schemes like fil-
tering or beamforming it is advantageous to employ a single sideband with carrier
(OSSB+C) modulation scheme to limit the delay bandwidth [188, 194, 196] without
resorting to coherent detection scheme where the optical carrier is completely re-
moved. For an OSSB+C modulation scheme what is needed in order to have the
correct group delay for the demodulated signal is to make sure that the phase re-
sponse is (i) linear across the sideband, with slope equal in magnitude to the de-
sired group delay and (ii) such that the optical carrier experiences the same phase
shift that it would experience when the phase response were linear over the whole
frequency range. Now, possibly for simplicity, imposing a linear phase response
over the whole frequency range is what is most commonly done in literature for
tunable optical delay lines. Thus, in this scheme, one would need to employ a de-
lay line that imposes a linear phase response over the whole frequency range com-
prised between the optical carrier and the highest frequency component of the RF
sideband (shown as the solid line in Fig. 6.1(a)). In this case the delay bandwidth,
defined as the frequency range where the linear phase response of the ODL is ob-
tained, depends strongly on the absolute frequency of the RF signal (ωRF in the fig-
ure).

The separate carrier tuning (SCT) technique [13–14, 19–20] can be used to relax
this stringent requirement on the ODL. In this scheme, basically, the ODL would
impose a linear phase response over the RF sideband only (see Fig. 6.1(b)). As for
the optical carrier, a separate component is used to apply the correct phase shift
as it would experience when an ideal delay unit with a linear phase slope over the
whole frequency range is employed (Fig. 6.3). With this scheme, the delay band-
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width of the ODL is independent of the absolute RF frequency. In this research work
we have proposed and experimentally demonstrated a scheme where the ODL, the
SCT and the optical sideband filter (OSBF) necessary to create the OSSB+C spec-
trum are integrated in a single CMOS compatible photonic chip. This approach
brings advantages in terms of compactness together with wideband performance
and full tunability. The functionality in terms of full-2π carrier phase shift and con-
tinuously tunable delay is demonstrated by implementing a reconfigurable 2-tap
complex-coefficients microwave photonic notch filter.
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Figure 6.1: Comparison of the required delay bandwidths for (a) OSSB+C (b)
OSSB+C with separate carrier tuning (SCT)

In Chapters 4 and 5 we have proposed and demonstrated a beamformer based
on ORRs delay units. The system is based on an optical single sideband suppressed
carrier (OSSB-SC) modulation scheme, which allows to reduce the required delay
bandwidth to the one of a single sideband, with advantages in terms of reduced
complexity for the delay units. This technique implements a coherent beamformer
approach; it requires a single laser source, where a portion of the light is tapped off
and used for carrier re-insertion before direct detection can be realized.

Nonetheless, as already mentioned, there are a variety of cases in which it is
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desired to avoid carrier re-insertion. For example, there are a number of cases
where an incoherent beamforming approach could be of interest, for example for
the possibility of employing multiple laser sources instead of a single one, direct
modulation instead of external modulation, or to use separate carrier wavelengths
to implement a wavelength division multiplexing (WDM) based beamformer as
proposed for example in [9] (Fig. 6.2). In those non-coherent optical systems, the
OSSB-SC operation with single carrier re-insertion described in [7], used to sim-
plify the complexity of the delay units, can no longer be used, due to the fact that
the separate signals do not share the same coherent carrier any longer.

Again, the separate carrier tuning (SCT) technique proposed in several recent
works [188, 196] appears again as an ideal solution for the delay elements to be
employed in all the cases where a non-coherent OBFN is used, in order to keep the
advantage, in terms of ODL complexity reduction given by the SSB modulation, and
still allowing the use of a simple, unbalanced detection scheme.
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Figure 6.2: Example of a 4-channel, non-coherent OBFN based on wavelength di-
vision multiplexing (WDM)

Many efforts are currently being done in order to implement a tunable delay
line which is continuously tunable and independent of the operating RF frequency,
in a compact integrated format. In this chapter, after a theoretical introduction on
the SCT technique (Section 6.2), we describe the implementation of a SCT delay
unit (Section 6.3) in which the carrier tuner (CT), the delay element and the opti-
cal sideband filter (OSBF), used to generate the optical single sideband full carrier
(OSSB+FC) modulation, are integrated on the same optical chip. In Section 6.4 we
demonstrate its functionality in terms of generation of SSB modulation, full-2π car-
rier phase shift and continuously tunable delay. This type of reconfigurable optical
delay lines (ODL), together with tunable phase shifters, have primary importance in
a number of microwave photonic (MWP) signal processing applications like filter-
ing [1–4], arbitrary waveform generation [195] or control of wideband phased-array
antennas [33, 147]. For the scope of this thesis, the proposed delay unit will be em-
ployed in a WDM-based incoherent beamformer as proposed in [9] and reported in
Chapter 7.
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6.2 Theory of separate carrier tuning

Let us consider OSSB+C modulation where only the upper sideband is kept, as in
Fig. 6.3.
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Figure 6.3: Principle of operation of an optical true time delay unit with separate
carrier tuning

The group delay Tgroup applied to the signal at frequency ωc + ωRF is given by
the slope of the optical phase characteristic at the same frequency:

Tgroup = ∂ϕ(ω)

∂ω

∣∣∣
ωc+ωRF

(6.1)

For TTD operation, the desired carrier phase should be

ϕ(ωc) =ϕ(ωc +ωRF)−ωRF
∂ϕ(ω)

∂ω

∣∣∣
ωc+ωRF

(6.2)

which, as discussed in the introduction of this chapter, is generally achieved by
imposing that the RF phase response should be a linear function of frequency over
the whole frequency range [196], with the slope Tgroup. If a dispersive device is
used to add a constant phase slope to the sideband, as in (6.1), the carrier phase
will assume a certain value ψ, which can deviate from the desired phase ϕ(ωc), as
illustrated in Fig. 6.3. Based on the separate carrier tuning approach, to achieve
TTD operation, the carrier phase should be adjusted to the value given by (6.2), by
adding a phase shift to the carrier equal to

Δϕc =ϕ(ωc)−ψ (6.3)

It should be kept in mind that the carrier phase adjustment can be applied mod-
ulus of 2π since the carrier is monochromatic. The details on SCT technique ap-
plied to delay lines based on SBS in optical fibers can be found in [188].

6.3 Principle of operation and device realization

The schematic of the MWP processor consisting of the OSBF, the reconfigurable
ODL and the SCT unit is depicted in Fig. 6.4. The OSBF is an asymmetric Mach-
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Zehnder interferometer loaded with an optical ring resonator in one of its arms
(i.e. MZI + ring type) (Fig. 6.4(a)).

FSR = 6.7 GHz

“MZI + ring” filter

2
output

1CTCT

FSR = 13.4 GHz

delay unit

FSR = 13.4 GHz

carrier tuner

input

(a)(b)c)(

test

input tunable

coupler

OSBF

SCT unit ODL unit

Figure 6.4: Schematic of the delay structure employed to demonstrate the single-
chip SCT-based optical delay line: (a) optical sideband filter (OSBF); (b)
optical delay line (ODL) unit; (c) separate carrier tuning (SCT) unit

The OSBF is used to remove one of the RF sidebands (in this case the lower side-
band) of a double sideband with carrier (DSB+C) modulation signal generated from
an intensity modulation of the optical carrier. For a modulation signal between 1.2
and 2.2 GHz, the achievable lower side band (LSB) suppression is 22 dB. The DSB+C
spectrum and the magnitude response of the OSBF is depicted in Fig. 6.5(a). The
detail of the OSBF design has been reported elsewhere [33].

The reconfigurable ODL consists a pair of cascaded all-pass ORRs [99] as shown
in Fig. 6.4(b). These ORRs can be tuned in such a way to approximate a linear phase
response over the sideband, with the specific slope (6.1) that gives the desired group
delay Tgroup. The desired phase response is shown in Fig. 6.5(b).

The SCT unit is implemented using a pair of cascaded ORRs, exploiting the re-
gion of phase transition of the resonator [196, 197]. This is characterized by a 2π
optical phase transition centered at the resonant wavelength. The separate tuning
is thus obtained by tuning the phase transition of an ORR and then simply adjust-
ing the position of its resonant frequency with respect to the carrier wavelength (see
Fig. 6.5(c)). This approach was demonstrated in [197] where an RF phase shift up
to 336◦ was obtained employing a tunable silicon-on-insulator (SOI) microring res-
onator (MRR). Nonetheless, this solution may require a detuning of the resonance
of the MRR in the order of several GHz. Here we use two optical ring resonators, as
shown in Fig. 6.4(c), in order to achieve a sharper transition in the phase transfer
around the resonance frequency, as visible in Fig. 6.5(c). This permits to give a com-
plete 360◦ phase shift to the carrier with moderate detuning of the resonant fre-
quency, thus limiting the phase shift effect only in the vicinity of the desired wave-
length, without sensibly affecting the linear phase transfer desired in the spectral
region occupied by the sideband (Fig. 6.5(c)). In addition to that, using two ORRs
allows to keep a relatively low quality factor for the resonators, thus minimizing
their insertion loss.

The structure in Fig. 6.4 is realized in a low-loss CMOS compatible TriPleX™ wa-
veguide technology [198]. The realized ORRs have a free spectral range of 13.4 GHz
and the OSBF has an FSR of 6.7 GHz. The ORRs and the OSBF are fully tunable
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using thermo-optical tuning with chromium heaters that have been deposited on
the optical chip. Using these heaters, the ORRs can be fully tuned in terms of their
resonance frequencies and their Q-factors as will be explained in the next section.

6.4 Experiment

The measurement setup in Fig. 6.6 is used to analyze the performance of the OSBF,
the ODL and the SCT sections. We use a DFB laser with an optical power of 100 mW
(EM4 Inc.), a Mach-Zehnder modulator (MZM, Avanex FA20), an erbium-doped
fiber amplifier (EDFA) and a 10 GHz photodetector (PD, Discovery Semiconductor
DSC 710). A vector network analyzer (VNA, Agilent N5230) is used for the ampli-
tude and phase transfer measurements; the optical responses can be displayed on
the VNA by using the phase shift method [165], which is a similar method to the
one implemented in a lightwave component analyzer [183].

port 1 port 2

MZM
PMF PMF

VNA

EDFA
optical chip

DFB-LD PD

Figure 6.6: Schematic of the measurement setup. Polarization maintaining optical
fibers (PMF) are used for the interconnection of laser, modulator and
optical chip.

Fig. 6.5(a) shows the measured magnitude response of the OSBF, in comparison
with a schematic representation of the DSB+C signal spectrum to be processed.
Assuming an optical suppression of at least 22 dB for the undesired sideband, the
usable bandwidth in which it is possible to achieve OSSB+C modulation for the RF
signal is between 1.2 GHz and 2.2 GHz as illustrated in Fig. 6.5(a).

In Fig. 6.7 we show how the integrated delay line can be used to provide different
values of group delay to the signal sideband (visible as different slopes of the phase
response, Fig. 6.7(a)) and arbitrary phase shifting to the optical carrier (Fig. 6.7(b)).

The amount of time delay (i.e. the slope of the phase response) of the ODL
unit can be varied with continuity by means of tuning the resonance frequencies
and the coupling factor (hence the Q-factor) of the ORRs in Fig. 6.4(b). By properly
cascading the ORRs (i.e. adding their group delay response) in principle a large and
wideband true time delay can be achieved. The detail of this principle is reported in
[144, 147]. The phase responses obtained with the ODL are displayed in Fig. 6.7(a),
and show good agreement with their theoretical responses. In the measurements,
the electrical delay function of the VNA has been employed to compensate for the
additional group delay given by the transmission path external to the tunable ODL
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Figure 6.7: (a) Measured (symbols) and theoretical (solid lines) phase responses
over the signal sideband. Different slopes (corresponding to different
delays) can be set using the ODL unit. (b) Phase shift of the RF phase
responses. A phase shift over 2π is achieved by changing the phase of
the optical carrier employing the SCT unit. The constant slope for all
traces shows that the amount of delay is not influenced by the carrier
tuning.
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(e.g. coax. cables, fibers, EDFA), in such a way that the slope of the phase response
in Fig. 6.7(a) would represent the delay provided by the integrated ODL only.

In order to demonstrate the effectiveness of the SCT unit, in Fig. 6.7(b) we show
measured RF phase characteristics on the detected sideband when a variable phase
shift (PS) between 0 and 2π is imposed to the optical carrier via the ORRs of the CT
unit in Fig. 6.4(c). In a OSSB+C modulation scheme, the phase shift imparted on the
optical carrier generates an equal phase shift on the detected electrical signal, con-
stant with respect to RF frequency [199]. This effect is visible in Fig. 6.7(b), where
the constant phase shift over the detected sideband shows that the carrier phase is
effectively being shifted over the whole 2π range, and the fact that the slope does
not change confirms that the carrier phase can be tuned without affecting the linear
phase response at the delay band as suggested in Fig. 6.5.

6.5 Microwave photonic filter demonstration

To demonstrate the functionality of the delay line when employed in a specific ap-
plication, we built a 2-tap reconfigurable microwave photonic filter (MPF) with
complex coefficients. For 2-taps, the general expression of the transfer function
[4, 13, 25–27] reduces to

H(ω) = a0 +a1e− jωT (6.4)

where ω is the microwave frequency, a0 = |a0|e− j 0, a1 = |a1|e− jϕ are the com-
plex tap coefficients, T is the basic delay [194] of the MPF and ϕ the phase differ-
ence between the taps. In this demonstration we use the ODL unit to change the
MPF basic delay and the SCT unit to adjust the ϕ, thereby fully reconfiguring the
MPF response.

MZM

MZM

DFB-LD

DFB-LD

EDFA PDoptical chip

3dB

2.2 m

port 1 port 2

VNA

Figure 6.8: Schematic of the 2-tap microwave photonic filter

The schematic of the incoherent MPF is shown in Fig. 6.8. The optical frequen-
cies were generated using two DFB laser diodes (DFB-LDs). The laser wavelengths
have been set to have an offset over 1 nm (corresponding to approximately 125 GHz
of frequency difference between the DFB-LDs) to prevent that a possible beating
frequency might fall in the passband of the photodetector and create signal distor-
tions. The two taps have a length imbalance of 2.2 m, which gives a delay differ-
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a) phase shifterdelay OFF + tuning

b) delay (ON/OFF)tuning

c) delay ON + phase shiftertuning

delay on

delay off
98.6 MHz

93.6 MHz

Figure 6.9: Measured magnitude responses of the MPF. A continuous 100% frac-
tional tuning can be achieved by the SCT unit, without changing the
FSR (a). The FSR can be changed from 93.6 MHz to 98.6 MHz by setting
the tunable delay to 540 ps (b). The fact that the FSR of the MPF does
not vary when shifting the response, shows that operating the carrier
tuner does not disrupt the delay response imposed over the sideband
by the delay unit (c).

ence of approximately 10.68 ns and free-spectral range of 93.6 MHz. One signal tap
propagates through the ODL while the other one enters the chip from the OSBF test
input port, thereby bypassing the ODL and the SCT. These taps are combined using
a tunable coupler prior to entering the OSBF, as depicted in Fig. 6.4. In this way, if
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desired, a single OSBF can be used to suppress the lower sideband for both taps.
This is possible by exploiting the periodic response of the integrated OSBF, by sim-
ply setting the frequency spacing between the carrier wavelenghts to be a multiple
of the FSR of the OSBF. The filter taps amplitudes a0 and a1 can be equalized by
modifying the coupling ratio of the tunable coupler.

By operating the SCT unit and the ODL, as in Fig. 6.9, the notch positions and
the FSR of the MPF can be tuned independently. In particular, Fig. 6.9(a) shows
how the MPF notch positions can be shifted by 360 degrees by operating the SCT
unit in Fig. 6.4(c). A 100% tunability can be achieved, as expected from the the
phase shift capability of the ODL shown in Fig. 6.7(b). The equal shape of the indi-
vidual responses and their constant FSR demonstrates that the carrier phase tuning
does not influence neither the amplitude nor the delay in the passband, as expected
from the principle of operation of the SCT unit represented in Fig. 6.5(c).

Fig. 6.9(b) shows the capability the ODL to impose a tunable group delay over
the entire sideband. The solid line represents the MPF response when no delay
is applied to the tunable tap (0 ps line in Fig. 6.7(a)). This condition is indicated
as “delay off”. The dotted line shows how the response is modified when a group
delay of approximately 540 ps is set in the ODL (“delay on”). The application of this
amount of delay reduces the basic delay T of the MPF from 10.68 ns to 10.14 ns,
with a corresponding increase the FSR from 93.6 MHz to 98.6 MHz.

In Fig. 6.9(c) different measured MPF responses are depicted, when both the
ODL and the SCT units are active simultaneously. As described before, here the
ODL has been kept on the “delay on” condition in all traces. It is possible to see
that the FSR keeps to the 98.6 MHz value, independently by the absolute position
of the MPF notches, which can be set applying a phase shift to the carrier via the
SCT section as in Fig. 6.9(a). This latter measurement confirms that the SCT section
can be operated without affecting the amount of delay in the ODL section.

6.6 Conclusion

We have experimentally demonstrated a reconfigurable ODL based on the SCT tech-
nique where, for the first time, all the required components are integrated on a
single photonic chip. The functionality was demonstrated over a bandwidth in
excess of 1 GHz by employing the ODL to fully reconfigure the response of a 2-
tap complex-valued MPF. The operating bandwidth can be readily extended just by
adding more ORRs in the delay section of the ODL and simply increasing the FSR
of the OSBF by design.

The ODL proposed here opens a path towards the implementation of a wide-
band and fully reconfigurable MPF with multiple taps monolithically integrated on
a single chip. The number of taps can be increased by multiplying the delay sec-
tions and SCT units, while sharing a single OSBF. A schematic of a possible imple-
mentation is shown in Fig. 6.10.
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Figure 6.10: Schematic example of a multiple optical delay line (right). This struc-
ture could be used, for example, to implement (a) an incoherent multi-
tap microwave photonic filter with complex coefficients, or (b) an op-
tical beamforming network (OBFN) for phased array antennas.

Notably, the same multiple ODL structure could also be operated as an inte-
grated optical beamforming network (OBFN) for the control of phased array an-
tenna systems, according to the schematic displayed in Fig. 6.10(b). In this case,
the individual delay lines are used to give the desired time difference to the RF sig-
nals originating from the individual antenna elements (AE) of the array. This OBFN
could use multiple laser sources, each of them acting as a carrier for the RF signal
originated from a different antenna element.
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7
Multi-Wavelength Beamformers

In the previous chapters, the advantages offered by integrated optical beam forming
networks (OBFNs) for phased array applications have been described. ORR-based
true-time-delay units can be cascaded in a binary tree topology and tuned for con-
tinuously adjustable broadband time delay. Nonetheless, with a large number of
antenna elements, the OBFN may become very complex. In this chapter, a novel idea
is proposed to exploit the frequency periodicity of the ORRs and the WDM technique
to achieve multiple signal paths on a single beamformer, thus reducing complexity
and costs. The idea has been translated into a physical design, and the resulting
multi-wavelength beamformer has been realized and tested1. The use of high index
contrast waveguides in Si-compatible technology further reduces chip footprint and
allows the use of integrated OBFNs for large arrays and multi-beam applications.

1To be submitted as: M. Burla, L. Zhuang, D. A. I. Marpaung, M. R. H. Khan, A. Leinse, W. Beeker, M.
Hoekman, R. G. Heideman, and C. G. H. Roeloffzen, “On-chip hardware-compressive integrated pho-
tonic beam forming network based on wavelength division multiplexing”, Optics Letters.
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7.1 OBFN limitations for large arrays

In the previous chapters, it has been shown that phased arrays antennas offer a
number of advantages when compared to other single antenna systems, namely,
low profile, electronic beamforming (beam shaping and beam steering), multibeam-
ing and interference nulling capability. In practice, we have seen how their perfor-
mance is limited by the characteristics of the beam forming network (BFN) used.
As a solution, we have proposed that a possible improvement to the limitations of
all-electronic BFNs can be achieved by integrating electronics and photonics by re-
alizing an OBFN which can provide large bandwidths, RF frequency transparency,
true-time-delay (squint-free) characteristic over the band of interest, EMI immu-
nity, compactness and light weight, thus extending the application of smart anten-
nas to domains where size and weight are critical (e.g. aerospace).

In many typical applications of phased-array antennas, like space communica-
tions and radioastronomy, the signal powers are typically very low, and also a nar-
row antenna beam is required. This requires a large receiving surface, that is, large
arrays with many elements, since grating lobes may appear for certain scanning
angles (in conventional arrays) if the distance between the elements goes beyond
half-wavelength, as theoretically demonstrated in Chapter 2. In this case, even us-
ing a binary-tree topology, as motivated in Sec. 4.2, the OBFN may become very
complex, especially considering the total number of heaters required for chip con-
trol. The same problem appears when a system capable of multiple, independent
beams is desired (multi-beam OBFN), as will be described in the next chapter.

7.2 Complexity reduction using multiple wavelengths

To overcome the limitations described above, the challenge is to modify the binary-
tree topology in such a way to realize an OBFN capable to be scaled to hundreds
or thousands of antenna radiators, while keeping a low system complexity and
cost. Several ideas have been proposed in literature that make use of multiple
wavelengths for the realization of hardware-compressive beamformers (see Chap-
ter 2). For the first time to our knowledge, we propose a solution employing multi-
ple wavelengths aimed at the realization of a beamformer in an integrated manner,
as a photonic integrated circuit (PIC).

7.2.1 OBFN based on ORRs and multiple wavelengths

The basic idea is to create multiple signal paths on a single beamformer channel. In
this way, a single delay line carries the signals originating from different antenna el-
ements, thus significantly reducing the network complexity and, in turn, the num-
ber of rings and heaters required.

This concept can be considered as a multiplexing technique, and it can be ap-
plied in the very common situation of arrays with separable illumination (Chap-
ter 2). The idea is based on the fact that the proposed optical beamformers are
devices operating on a modulated optical signal, and on the exploitation of the
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frequency-periodic behaviour of the ORRs used as TTD units. The initial idea has
been reported in [200]. A detailed description of this concept is given in the follow-
ing.

7.2.2 Operating principle

Let us consider an M-by-N planar array with separable illumination. This configu-
ration is employed in many practical applications of antenna arrays and, as seen in
Chapter 2, in this case the array factor F (ϑ,ϕ) can be written as the product of the
array factors of two linear subarrays, as in Eq. (2.96)2

F (ϑ,ϕ) =
M−1∑
m=0

|Am |e jαm+ j k0(mdx sinϑcosϕ) ·
N−1∑
n=0

|Bn |e jαn+ j k0(ndy sinϑsinϕ)

= Fx (ϑ,ϕ) ·Fy (ϑ,ϕ) (7.1)

This means that the array factor can be defined by separately defining the delays
between the vertical subarrays (thus providing horizontal beamsteering), and then
between the horizontal subarrays (for vertical beamsteering), as described in Sec. 2.4.3.
The physical meaning of the separable illumination can more easily be shown by
using Fig. 7.1, where M = N = 4 has been chosen without loss of generality.

Vertical beamforming

out

Horizontal beamforming

Row 1

Row 2

Row 3

Row 4

phase shifter

optical combiner

delay units

Antenna Array

photodetector

PMF

laser

MZM

MZM

MZM

MZM
x

z

y

1,1

1,2

1,3

1,42,1

2,2

2,3

2,43,1

3,2

3,3

3,4
4,1

4,2

4,3

4,4

Figure 7.1: 4×4 array with separable illumination and corresponding beamformer
(from [160])

Fig. 7.1 shows a rectangular array with elements placed on a 4×4 rectangular lat-
tice laying on the x y plane and indicated as “m,n” in Eq. (7.1) corresponding to the
column and row indexes. The elements are connected to an optical beamformer

2Equation (7.1) is identical to the (2.96) apart from the dimension of the array, which here (to simplify
the notation) is chosen as M ×N instead of (M +1)× (N +1).
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via a corresponding array of modulators (each indicated as MZM). A common laser
and photodetector complete the optical beamforming system, as explained in de-
tail in the previous chapter.

Let us analyze the beamformer architecture. The horizontal beamforming sec-
tion Fig. 7.1 is used to provide the required delays and amplitude relation among
the elements of each row of the array in the y direction. This will provide beam-
steering in the horizontal direction, that is, on the y z plane. This section imple-
ments the rightmost sum in Eq. (7.1) and corresponds to the Fy (ϑ,ϕ) term. Note
that, in this term, the amplitude and delay coefficients only depend on n, that is,
the position on the y axis, and are independent on m, which indicates the position
of the antenna elements on the x axis. Nonetheless, note also that the beamformer
contains one 4×1 binary tree section for each row of the array. Those have been em-
phasized in Fig. 7.2 with different colors. This means that, during operation, each of
those sections will have the same delay settings. This redundancy will be removed
employing the proposed multi-wavelength solution which will be described in the
following.

Row 4

Vertical beamforming

out

Horizontal beamforming

Row 1

Row 2

Row 3 phase shifter

optical combiner

delay units

Array schematic

photodetector

PMF

laser

MZM

MZM

MZM

MZM
x

z

y

1,1

1,2

1,3

1,42,1

2,2

2,3

2,43,1

3,2

3,3

3,4
4,1

4,2

4,3

4,4

Figure 7.2: 4×4 array with separable illumination and corresponding beamformer.
The horizontal beamforming sections corresponding to different rows
have been indicated with different colors.

The vertical beamforming section is used to provide the desired delays and am-
plitude tapering coefficients between the individual rows. Applying delays between
the rows corresponds to a beamsteering function in the vertical direction, that is,
on the xz plane in Fig. 7.1. This beamformer section is composed by a 4× 1 bi-
nary tree section, combining the outputs of the horizontal beamforming section. It
implements the leftmost sum in Eq. (7.1) and corresponds to the Fx (ϑ,ϕ) term.

The previous discussion shows that the conceptual product between the two
sum terms in Eq. (7.1) can be translated into a hardware architecture as the cascade
of a horizontal and a vertical beamforming section. This concept was used already
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in the single wavelength architecture proposed in Chapter 4. In Fig. 4.4, sections
1 and 2 correspond to the horizontal beamforming section, whose 4 outputs are
“beamformed” (combined and delayed) by sections 3 and 4, which together form
the vertical beamforming section.

In the previous discussion referred to the architecture of the OBFN in Fig. 7.1 we
have seen that there are 4 sub-sections of the OBFN that are supposed to provide
the same delay relation between their inputs, that is, the delay among the subar-
rays in vertical direction. Those OBFN sections have been indicated with colors
in Fig. 7.2. In principle, then, those 4 sub-sections could be “folded” into one, in
which the signals originating from elements (1, n), (2, n), (3, n) and (4, n), that are,
the elements of each column, could be multiplexed and undergo the same amount
of delay simply using a single 4×1 binary tree section. In this way, the architecture
of the beamformer can be greatly simplified applying the described WDM tech-
nique, as schematically represented in Fig. 7.3 for the case of a 4× 4 array. This
simplfication in the structure allows to reduce the number of ORRs from 20 to only
8. Considering the number of tuning elements, assuming 2 tuners per ring, 1 per
combiner and 1 per phase shifter, the number of heaters required reduces from 70
to only 28, with an equal reduction of power dissipation in case thermal tuning is
used. The complexity reduction becomes more and more visible as the dimension
of the array increases. A complete complexity analysis is reported in Subsec. 7.2.3.

The use of a WDM approach is made possible by two facts:

• The proposed optical beamformers are devices operating on modulated op-
tical signals. The modulation carrier frequency can be selected and used
to multiplex multiple signals on the same optical path, using a wavelength-
division multiplexing (WDM) approach, thus reusing the same delay elements
for multiple RF signals.

• The ORRs used as TTD units offer a frequency-periodic response. As seen be-
fore, in this respect a ring is characterized by its F SR, that is fixed by the round
trip time RT T . In this sense, the ring is frequency “transparent”, meaning
that it is capable of delaying the signals in each of its resonance frequency
bands, which are spaced by the F SR, of the same amount, independently of
the RF frequency, that is, the frequency spacing between the optical carrier
and the sideband to be delayed. By using a multi-wavelength laser source (or
a laser array and a multiplexer) and fast integrated modulators, it is possible
to multiplex signals originating from different antenna elements on a single
path, delaying them by the same amount. This technique is an example of
application of optical wavelength-division multiplexing (WDM) to an optical
beamforming PIC.

As can be seen in the schematic in Fig. 7.3, this technique allows a dramatic re-
duction in the number of rings required, especially in the case of large number of
elements N . As a direct consequence, we achieve a reduction in complexity, in area
occupation (the ring dimensions are the limiting factor), in power and heat dis-
sipation (drop in the number of heaters). The only additional hardware required
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Figure 7.3: Layout comparison between the traditional binary-tree (a) and the
multi-wavelength, mutiple signal path OBFN (b), for a 4×4 planar array.
Note the dramatic reduction in the number of ORRs, area and heaters
required. This reduction will be more and more dramatic by increasing
the number of inputs, as described in Sec. 7.2.3.
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consists of the multiplexers needed to combine the wavelengths in the single wa-
veguides, in the first stage, and the de-multiplexer used to split them before the
second stage. In the following of this chapter, we will discuss the functional design
of the combiner in the second stage, that will need to be capable of combining the
RF signals carried by the different optical carriers λ1, λ2, λ3, λ4, and the design of
the input multiplexers and of the demultiplexer.

7.2.3 Complexity

In this section we analyze the reduction of the OBFN complexity allowed by adopt-
ing the proposed WDM approach. In this discussion, we would like to slightly force
the precise definition of the term complexity, from the one given in computational
complexity theory3. In particular, our definition is similar to the one of space com-
plexity, where we replace the “volume of memory used by an algorithm” with the
wafer area as a function of the size of the array.

By observing the layout of the beamformers proposed in the previous chap-
ters, it can be seen that the largest part of the wafer area is occupied by the ORR
delay structures. For this reason, we limit our analysis by considering the num-
ber of ORRs as the dominating factor with respect to the beamformer complexity,
intended as space occupation on the wafer. For the analysis, we consider the fol-
lowing assumptions:

• The antenna array is planar and square (N ×N ), with dx = dy = d .

• N is a power of 2 (N = 2n ,n ∈N)

• The antenna array is of the separable illumination type, that is, the array fac-
tor can be written as in Eq. (7.1).

• We assume that the steering angle and the operating bandwidth are such that
1 ORR filter is sufficient to provide the required delay difference between AEs
which are at distance d from each other. This implies that the OBFN stages
will have 1 ORR on the first stage, 2 ORRs on the second stage, and so on.

With those assumptions, we can compare the complexity of the single-wavelength
(SWL) binary-tree OBFN with the complexity of the proposed multi-wavelength
(MWL) WDM-based OBFN. Both beamformers can be divided in a horizontal beam-
forming and a vertical beamforming section. As visible in Fig. 7.3, the basic differ-
ence between those architectures is that:

• in the single-wavelength OBFN, N equal OBFN sections, with N inputs each,
are required for the horizontal beamforming (see Fig. 7.2), plus another sec-
tion (also equal) for vertical beamforming (as in Fig. 7.3a);

3In computational complexity theory, the time complexity of a problem equals to the number of steps
that it takes to solve an instance of the problem as a function of the size of the input (usually measured
in bits), using the most efficient algorithm. The space complexity of a problem, instead, equals to the
volume of the memory used by the algorithm (e.g., cells of the tape) that it takes to solve an instance
of the problem as a function of the size of the input (usually measured in bits), using the most efficient
algorithm.
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• in the multi-wavelength OBFN, only 1 OBFN section, with N inputs, is re-
quired for the horizontal beamforming (see Fig. 7.2), plus another section
(also equal) for vertical beamforming (as in Fig. 7.3b).

To better understand the impact on the asymptotic complexity of this novel ar-
chitecture, and thus the performance for large scale arrays, it is possible to fill the
following Table 7.1 with some examples4.

Table 7.1: Complexity comparison between SWL and MWL OBFNs

N AEs Sections ORRs/section ORRs (SWL) ORRs (MWL)

20 = 1 1 – – – –
21 = 2 4 3 1 3 2
22 = 4 16 5 4 20 8
23 = 8 64 9 12 108 24
24 = 16 256 17 32 544 64
...

...
...

...
...

...
2n = N N 2 N +1

(N
2

)
log2 N (N +1)

[(N
2

)
log2 N

]
2
[(N

2

)
log2 N

]

The number of antenna elements (second column of Table 7.1) is equal to N 2,
since the array is square with N elements on each side. The number of sections for
the SWL OBFN can be calculated considering the architecture presented in Fig. 7.2.
From the figure it can be seen that there is a section for each horizontal subar-
ray, implementing the horizontal beamforming function, plus one additional sec-
tion that combines the output of the previous sections and implements the vertical
beamforming function. Thus the total number of section is N +1 (see the third col-
umn of Table 7.1). Instead, for the MWL OBFN, there is only one section for the
vertical beamforming and one for horizontal beamforming, connected by a demul-
tiplexer. Thus the total number of sections is 2, independently of N .

The number of ORRs per section (fourth column of Table 7.1) can be obtained
by multiplying the number of stages by the total number of ORRs in each stage. The
number of stages is log2 N , while the number of ORRs is the same in each stage and
equal to N /2. Thus, the total number of ORRs per stage is

ORRs/stage =
(

N

2

)
log2 N (7.2)

Based on the description given before, the difference in complexity between the
SWL and the MWL OBFN is mainly in the number of stages, which are (N +1) and

4Note that the case N = 1 is the degenerate case of the 1-element array, for which the number of ORRs
cannot be defined.
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2, respectively. Thus the total number of ORRs for a SWL OBFN and the number of
ORRs for a MWL OBFN are respectively given by the equations

ORRSWL = (N +1)

[(
N

2

)
log2(N )

]
∈O(N 2 log2 N ) (7.3)

and

ORRMWL = (2)

[(
N

2

)
log2(N )

]
∈O(N log2 N ). (7.4)

which have been obtained multiplying the number of stages with the number of
ORRs per stage (term in square brakets). In Eqs. (7.3) and (7.4) the big O notation5

has been used to represent in simpler terms the speed of growth of the two func-
tions with respect to N . In particular, the number of ORRs for the SWL case grows
faster than quadratic with N . Instead, employing the MWL technique, allows to re-
duce the speed of growth down to a so-called linearithmic (also known as loglinear,
or quasilinear) with N . This is the same speed of growth as for example in the fast
Fourier transform (FFT) algorithm.

The extreme importance of this result can be better understood by plotting the
growth of number of ORRs required versus the array dimension, N , as in Fig. 7.4.
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Figure 7.4: Comparison of the growth of number of ORRs required versus the array
dimension N , in the case of single-wavelength OBFN (red) and of multi-
wavelength OBFN (blue)

For SWL OBFN, as soon as the array size grows beyond 5×5 or 6×6, the num-
ber of ORRs required surpasses 50. The largest number of ORRs ever realized on

5Typical of mathematic or computer science, the big O notation is used to indicate the limiting behav-
ior of a function when the argument tends towards infinity, usually in terms of simpler functions [201].
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a single OBFN chip is 40, for the OBFN shown in Chapter 4. This means that the
programmable chip should have at least 100 heaters only for the ORRs, plus all the
tuning elements required for the combiners and the optical phase shifters, which
should be all independently programmable. This creates a large chip footprint and
generates a high level of complexity for the control system. In this example, using
the MWL OBFN, a beamformer with approximately the same complexity would be
able to control a phased array which is already four times the size (only 64 ORRs
would be required to control a 256-elements array). This difference would increase
by increasing the array size. If we used a traditional SWL OBFN, we would have
needed more than 500 ORRs, meaning a number of heaters beyond one thousand,
which would be impossible to realize with the current technology. Area and cost
also receive benefit by reducing the number of required ORRs; in fact, the area is
linear with number of ORRs, and the cost is linear with area. Besides this clear im-
plication on cost, it is important to notice that the ability to keep the OBFN area
limited to the wafer size allows to solve the beamforming problem using only one
OBFN chip. This avoids the need of connection between multiple chips which, as
analyzed in Chapter 4, sensibly increases the system costs and can also degrade
system performance in the cases where multiple optical-to-electrical conversions
are needed.

Note that in this discussion the presence of the multiplexer and demultiplexer
stages, required in the MWL architecture, have been neglected in the complexity
calculation. Nonetheless, as will be seen in the following, those components do not
include ORRs which are considered in this study as the most impactful elements
on the system complexity, in terms of tuning and required dye area occupation,
and thus have a limited impact on the fractional complexity, especially for large
numbers of N which the use of the multi-wavelength technique is aimed for.

To fully understand the true hardware compressive potential of this architec-
ture, it is also important to note that the complexity of a MWL OBFN used to feed
a 2-D antenna of N ×N elements, has the same complexity, besides a factor 2, of
a single-wavelength beamformer used for a 1-D linear antenna of N elements. In
fact, a linear array would employ an OBFN which is equal to a single stage of a 2-D
array, thus employing a number of ORRs given by Eq. (7.2). Thus the introduction
of the MWL technique allows to reduce the complexity of a 2-D problem of N 2 size
to the one of a 1-D problem of size N . In other words the beamformer, instead of
growing more than quadratic with N , would be only twice as large as the one for a
linear array.

7.3 System architecture

After having described the operating principle, in the present section we show the
architecture of an OBFN system based on a MWL beamformer, and we analyze the
characteristics of each component.

This OBFN has been designed, realized and tested for integration in demonstra-
tor 1 of the “workpackage” A2 of the Memphis project. As described in Chapter 1,
the project aims at integration of photonics and electronics in integrated systems.
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Figure 7.5: Block diagram representing the connection between a 4×4 antenna ar-
ray and the OBFN chip

A more detailed impression of the aimed form for the demonstrator will be reported
at the end of this chapter, in Subsec. 7.12.

The OBFN is composed of the following sections. Details on the function of
each of them will be given in Sec. 7.4.

1. Optical phase shifter section 1

2. Horizontal beamforming section

3. Optical demultiplexer

4. Separate carrier tuning section

5. Optical phase shifter section 2

6. Vertical beamforming section

7. Optical filter

The multi-wavelength optical beamformer (MWL-OBFN) block diagram is rep-
resented in Fig. 7.6.
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7.4 Building blocks

The multi-wavelength OBFN represented in Fig. 7.6 has 4 inputs, each of them car-
rying the signals originating from 4 different antenna elements, which have been
wavelength-multiplexed6 using different optical carriers (spacing Δ f = 100 GHz,
corresponding to Δλ ≈ 0.8 nm @ 1550 nm). In the horizontal beamforming sec-
tion, those signals are delayed with respect to each other by the delay units τ1 and
τ2 and then optically combined. This allows horizontal beamsteering (i.e. in the di-
rection of the rows of the array) of the main lobe of the generated antenna pattern.

The output is then applied to a 1×4 demultiplexer. Each wavelength has been
used to modulate the signals of the same row: as a consequence, each output of
the demultiplexer carries the combination of signals received by the antenna ele-
ments of the same row. Those signals are then applied to the second part of the
MWL-OBFN, namely the vertical beamforming section, where they are delayed
with respect to each other by the delay units τ1 and τ2. This operation corresponds
to the vertical beamsteering (i.e. in the direction of the columns of the array). As
in Memphis A2 demonstrator 2, the horizontal and vertical beamsteering sections
have two distinctive characteristics:

• Binary tree architecture: couples of adjacent inputs to a stage combine into
a single output of that stage, which correspond to the input of the following
stage.

• Symmetric architecture: every path between each input and the output con-
tains the same number of basic delay units (see Fig. 7.6).

The optical side band and carrier filter (OSBCF) is used to select only one si-
deband plus the optical carrier, for each of the laser wavelengths. The elimination
of one sideband allows to reduce the required delay band, and the carrier is kept to
allow direct detection of the RF signals.

The delay units are designed to delay the remaining sideband of the informa-
tion signal after optical sideband filtering. For a complete description of the oper-
ation of the delay units, refer to Chapter 4, and to Chapter 6 for the specific signal
processing technique used.

The carrier tuner is placed at each output of the optical demultiplexer. It con-
sists of a separate couple of optical ring resonators whose resonant wavelengths will
be tuned in such a way to modify the phase of the carrier frequency only, separately
from and without affecting the one of the information signal. In particular, this
component is used to realign the phase of the optical carrier to the desired value,
after the ORR-based delays have been used to tune the delay of the sideband only.
In particular, the phase of the carrier must be made equal to the one that it would
have experienced in case broadband ideal delays had been used. The concept of
SCT (separate carrier tuning) using optical ring resonators has been described in
detail in Chapter 6.

6In the implementation phase, two versions of the chip have been realized: one of them includes
additional on-chip input multiplexers before each input.
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7.5 OBFN Functional Design

Here the design of the sections of the OBFN chip is described. The system design
of the optical filter is discussed separately in Sec. 7.7.

7.5.1 Optical phase shifter section 1

Optical phase shifters are placed at each input of the chip. This will allow to use the
first stage of the MWL OBFN as a single-wavelength, 4×1 OBFN. This is useful to
easily test the basic functionality as well as the bandwidth capability of the system.

It is important to note that, for the actual operation, it is important to realize
constructive coherent combining of each of the four wavelengths in the horizontal
beamforming stage. For this purpose, two conditions should be satisfied.

1. The system is supposed to operate as a coherent system, where multiple wave-
lengths are employed. As a consequence, the combining waves for one spe-
cific wavelength should originate from the same cavity.

2. Individual optical phase shifters will be placed on each optical path which
carries the signals originating from each antenna element. Tuning those phase
shifters will allow to independently change the carrier phases and realize the
desired constructive coherent combining among RF signals modulated on
the same wavelength carrier7. Those phase shifters will be shown in Fig. 7.25
in Sec. 7.8.

7.5.2 Horizontal beamforming stage

This section of the chip allows (i) combination and (ii) delay of the signals originat-
ing from the different columns of the antenna array (Fig. 7.6). A binary tree struc-
ture is employed, with ORR delay units placed symmetrically on the tree branches.
The number of ORRs in this section is determined based on the procedure de-
scribed in Sec. 7.6. The different branches are combined using symmetric Mach-
Zehnder interferometer (MZI) combiners (Fig. 7.7).

• Each wavelength needs to be combined coherently and constructively. For
this reason optical phase shifters are introduced before multiplexing as de-
scribed in Sec. 7.5.1.

• Note that this structure needs to delay signals generated by modulation from
multiple carrier wavelengths (λ1, λ2, λ3, λ4). In addition to that, the delay ele-
ments should provide the same amount of delay to the RF signals modulated
using each wavelength carrier (which encodes a specific row of the array, as
visible in Fig. 7.2), to make sure that the maximum of radiation from each
horizontal subarray will point in the same direction on the y z plane. This is
made possible by exploiting the frequency periodic behaviour of the optical

7To realign the RF phases, instead, the separate carrier tuning section described in Sec. 7.5.5 will be
employed.
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Figure 7.7: Block diagram of the horizontal beamforming section

ring resonator used as optical delay units, to delay the RF signals modulated
on the different optical bands. This concept is shown in Fig 7.8. For this rea-
son, the channel spacing (Δ f = 100 GHz) must be an integer multiple of the
F SR of the ORRs used in the delay elements: the F SR has then to be chosen
accordingly.

Accuracy of the F SR. In the proposed beamformer architecture, the frequency
periodicity of the ORRs is exploited to implement a WDM OBFN (that is, multiple
bands are delayed by the different bands of the same ORR). For this reason, it is very
important that the F SR value is implemented with high accuracy. In fact, an error
on the F SR will accumulate and create a large error at the band at 3Δ f distance (Fig.
4.2). In principle, the F SR accuracy must then be high enough to assure that all the
four bands will be included in the minimum delay band of the ORRs (achieved at
the maximum required delay).

0 dB

-25 dB

O
R

R
tr

a
n
s
m

is
s
io

n

= 25 GHzFSR

laser channel spacing = 100 GHz

1 5 9 13

Figure 7.8: The periodic response of the ORRs is exploited to delay multiple
wavelength-multiplexed signals using a single structure

By analyzing Fig. 7.8, it can be seen that the maximum tolerance on the F SR is
given by this expression:

ΔF SRmax =± BW −BWmin

(nλ−1) ·nλ+1
(7.5)
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where nλ is the number of wavelengths, BW is the delay bandwidth and BWmin is
the minimum required delay bandwidth given by the specifications, which will be
the same as the bandwidth of the sideband representing the information signal.

Example 7.1
From the specifications given in Memphis A2 demonstrator 1 (reported in Sec. 7.12,
the bandwidth of the required information signal is 2 GHz. From the antenna el-
ement spacing (37.5 mm) and from the maximum steering angle (+30 degrees for
both ϑ and ϕ), it is possible to derive the maximum delay required for each ORR.
Assuming a choice of the F SR of 25 GHz, and the use of a single ORR per delay
unit, the maximum delay will be 13.375 RT T , where RT T is the round-trip-time of
the ORR (which, in turn, is defined as the inverse of the F SR). By simulations, it
can be proven that, this delay can be achieved with a phase error below π/16 over a
maximum bandwidth of 2.39 GHz. If we substitute the obtained values in Eq. (7.5)
above, we obtain

ΔF SRmax =±2.39 GHz−2 GHz

(4−1) ·4+1
=±0.39 GHz

13
=±30 MHz (7.6)

This is a challenging tolerance to be achieved with the available production pro-
cess. In practice, assuming the possibility to independently tune the carrier wave-
lengths separately, this stringent requirement can be largely relaxed.

Optical phase synchronization. For coherent combining operation, the opti-
cal phases of the 4 individual wavelengths in the multiplexed OBFN paths must be
synchronized in such a way to obtain constructive coherent combining for each
wavelength, as discussed in Sec. 7.5.1 before. Since the 4 wavelength are already
multiplexed when they enter the OBFN chip, the required phase synchronization
shall be performed externally to the OBFN chip, before the multiplexing, using
independently-controllable optical phase shifters, as shown for example in Fig. 7.9.
Those optical phase shifters are included in the realized version of the chip, as will
be shown in Fig. 7.25. In the Memphis project demonstrator, the optical multiplex-
ing occurs already on the InP chip containing the multiwavelength lasers and inte-
grated modulators, reported by Zhao et al. in [202]. In this case, the phase shifters
can be easily added, in the design phase, on the MWL laser chip itself.

7.5.3 Demultiplexer

The optical demultiplexer has a binary tree structure based on asymmetric MZIs
(AMZIs) [203], with different values of free spectral range (F SR), as shown in [204].
The F SR of an AMZI is determined by the difference in path length between the
branches of the interferometer. The F SR has to be chosen in order to separate
the four wavelengths of the four lasers (λ1, λ2, λ3, λ4) which, in the example of
the Memphis demonstrator, have a channel spacing Δ f of 100 GHz. The resulting
structure and the choice of the F SR for the different AMZIs is shown in Fig. 7.10.
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Figure 7.10: Block diagram of the 1×4 demultiplexer

The demultiplexer is composed of two stages. The first stage contains an AMZI
with an F SR = 200 GHz, used to separates the four wavelengths into the two couples
of channels (λ1, λ3) and (λ2, λ4). The second stage contains two AMZIs with an
F SR = 400 GHz. This will be used to separate the individual wavelengths as shown
in Fig. 7.11.

Note that the order of the outputs is (top to bottom): λ1, λ2, λ3, λ4. It will be
sufficient to swap channels 2 and 3 at the antenna-modulator connection side to
still achieve the desired beam pointing with a linear delay profile in the vertical
beamformer section (following the demultiplexer).

7.5.4 Optical phase shifter 2

During operation of the MWL OBFN in nominal conditions, the phase shifters in
this section are not used. Nonetheless, the thermo-optical tuning allows a complete
reconfigurability of the chip. The vertical beamforming stage can then be used to
implement a non-coherent, multi-tap microwave photonic filter (MPF) based on
separate carrier tuning delay lines, as described in Chapter 6 and graphically rep-
resented in Fig. 6.10(a). In this case the n-th phase shifter can be used to change
the phase of the n-th complex coefficient an = |an |e− jϕ of the MPF, as expressed by
Eq. (6.4), and correspondingly reconfigure the MPF response.

7.5.5 Separate carrier tuner

The separate carrier tuner is an array of four couples of ring resonators (Fig. 7.12)
used to realign the phase of the optical carrier to the desired one after delay of the
sideband. The theory of separate carrier tuning has been described in detail in
Chapter 6 and its application to our system is detailed below.
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Figure 7.13: Phase response of the separate carrier tuner

Fig. 7.13 shows the operation of the CT section. The resonance frequency of the
ORRs composing the CT is shifted around the frequency of the optical carrier. In
this way, it is possible to provide the desired phase shift to the carrier in the com-
plete range from 0 to 2π radians. Tuning the Q-factor of the ring resonators to a
sufficiently high value, as shown in Fig. 7.13, it is possible to achieve an approx-
imately flat phase characteristic over the sidebands, thus without disrupting the
phase characteristic imposed by the ORRs delay sections. Maximum flatness of the
phase characteristic of the CT rings is achieved at half-F SR distance from the res-
onance (around +0.5 F SR and -0.5 F SR in the graph). This imposes that the F SR
of the ORRs used in the CT section shall be equal to twice the central RF frequency
of the sideband. In our case, from the specifications of the Memphis demonstra-
tor, the sideband is comprised between 3 GHz and 5 GHz, thus with a central RF
frequency of 4 GHz, which gives F SR = 8 GHz.

7.5.6 Vertical beamforming stage

The vertical beamformer stage has both the function to delay and to multiplex the
signals carried by the different wavelengths (those, as we have seen in the pre-
vious stage, encode the different rows of the phased array). For this reason, it
can be realized with the same structure as the demultiplexer, but reversed with re-
spect to input-output direction. In addition to that, delays have been added to the
branches, as in Fig. 7.14. As a consequence, this section of the beamformer is very
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similar to the horizontal beamforming stage. Instead of the wideband combiners,
which in the horizontal beamforming section have been realized with symmetric
MZIs, here multiplexers are used, which are realized with AMZIs as in the demulti-
plexer stage.
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Figure 7.14: Block diagram of the vertical beamforming section (4×1 multiplexer
including delay units)

7.6 Tunable delay units design

Tunable delay units are realized using cascaded basic tunable delay units. A ba-
sic tunable delay unit consists of an optical ring resonator (ORR). As described in
Chapter 4, the ORRs delay units show an inherent tradeoff between (i) bandwidth,
(ii) maximum delay, (iii) delay ripple (or phase error) and (iv) number of ORRs. As
a consequence, in the design of the MWL-OBFN, the number of ORRs required in
each delay unit has to be determined on the basis of the following parameters:

• the RF signal bandwidth;

• the maximum delay required;

• the maximum allowed beam pointing fluctuation within the complete band
(which, in turn, translates into a requirement on the maximum phase error
allowed in the band of interest [158]).

To determine the number of ORRs, it is also important to consider the free spectral
range (F SR) of the ORRs and the ring losses.

RF bandwidth and maximum phase error allowed are given by the OBFN spec-
ifications (see Chapter 1). The maximum delay required can be obtained from the
specifications by considering:

• the maximum scan angle;

• the distance between the subarrays on x and y axes of the antenna plane.
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The calculation of the minimum number of ORR needed in each delay section
is performed via simulation of the phase response of a delay unit (using a Lab-
View [205] model) and its comparison with the simulated phase response of a cor-
responding ideal delay line. The number of required rings is then determined based
on the procedure which has been described in detail in [158] and reported in Ap-
pendix B.

An important parameter for the simulation of the delay units is the F SR of the
ORR. As discussed in Section 4.1.1, the value of this parameter depends on techno-
logical considerations and constraints (trade-off between chip area occupation and
minimum bending radius reliably reproducible with acceptable losses) and is fixed
once the chip has been realized. Nonetheless, it has effect on the design procedure
and, being a non-tunable design parameter, must be calculated and considered as
a fixed value in the design procedure. According to the specifications from the lay-
out designers [161], the maximum F SR that could be reliably realized at the time of
this design was 25 GHz.

The ring losses have been evaluated based on the measurement procedure de-
tailed in [24], and introduced in a later stage of the design to account for the possi-
ble deviations from ideality they might introduce.

7.6.1 Calculation of the maximum delay in each OBFN path

Given the array architecture and the required scanning angle, and given the beam-
former architecture and its connection to the array (Fig. 3.2), it is possible to de-
termine the required maximum delay in each path and, from that, the number of
ORRs needed in each delay stage.

In our example, we have:

• Scan angle (±ϑmax): ± 30 degrees

• Distance between adjacent antenna elements: 37.5 mm

• Array architecture: 8×8 elements, separable illumination

The array architecture is of the separable illumination type; this means that the
array factor F (ϑ,ϕ) produced by such a beamformer can be obtained as the simple
product of the array factor Fx (ϑ,ϕ) of the x-direction subarrays and the array factor
Fy (ϑ,ϕ) of the y-direction subarrays (see Section 2.4.3). In turn, this means that, for
the required scan angle, it is possible to calculate the maximum delay to be intro-
duced by the beamformer between the x-direction subarrays and the y-direction
subarrays. For this purpose, we use Fig. 7.15, where a side view (either in the xz or
the x y planes) of a portion of the array is depicted.

Let d be the spacing between the antenna elements and ϑmax the maximum
angle that the desired beam forms with the z axis. For the considered system it
follows that the maximum delay to be provided by the beamformer (between two
adjacent delay elements, both in x and y direction) shall be the one given by

Δlmax = d sinϑmax =±18.75 mm (7.7)

Δτmax =Δlmax/c0 =±62.5 ps (7.8)
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Figure 7.15: Calculation of required delay based on the subarray spacing (d) and
the maximum desired steering angle (ϑmax)

The beamformer delays are designed according to the highest delay case. This
occurs in the case the pointing angle is ϑmax both in the xz and in the x y plane.
In this case, every couple of adjacent elements both in the x and in the y direction
must have the delay difference given by the (7.8). The resulting delay profile across
the array is depicted in Fig. 7.16.

From the delay values in Fig. 7.16, by routing each delay to the corresponding
beamformer path (see Fig. 7.5), we obtain the desired delay profile for maximum
beamsteering shown in Fig. 7.17. This delay profile allows a beam tilting of +ϑmax

both in the xz and in the x y plane. For a beam tilting of −ϑmax in the same planes,
the delay profile needed is symmetrical with respect to the axis of symmetry of the
OBFN geometry.

From the particular structure of the OBFN (symmetric binary tree) it follows
that the required maximum delays for the delay elements in each stage (Fig. 7.17)
are

τ2 = 2τ1 (7.9)

Note that, thanks to the symmetry of the beamformer structure, the determination
of the number of ORRs required can be performed considering one direction of
beam tilting only, and then symmetrically replicated.

7.6.2 Calculation of required number of ORRs per delay element

In principle, once the delay distribution is known, it would be sufficient to calcu-
late the delays τ1 and τ2 in order to specify the number of basic delay units (ORRs)
needed in each section of the beamformer in Fig. 7.17. In practice, the basic delay
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both in x and y directions. The spheres represent the positions of the
antenna elements.
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units are not ideal delays, in the sense that they introduce a frequency-dependent
delay error which has to be accounted for when cascading multiple basic delay
units, as it happens in the binary tree structure of the beamformer. For this reason
the simulation described in Appendix B allows to consider those delay error effects
and, with a further analysis, their consequences on the beam shape and pointing
direction.

Performing the analysis described in this paragraph, the simulation showed
that, in the situation of Fig. 7.18, one ORR per stage is sufficient to implement a
beamformer with a phase ripple in the passband below π/16 over a bandwidth of
2.39 GHz, as from specification (min. required bandwidth: 2 GHz). The specifica-
tion on the maximum phase error was derived by simulations performed within the
Memphis framework (see Chapter 1) by the National Aerospace Laboratory (NLR)
[206] on the pointing direction tolerance. Those simulations showed that for the
desired array configuration (i.e. a 2-dimensional array operating at Ku-band, com-
posed by 25 tiles of 8×8 elements each), phase errors up to this specified amount
are sufficiently low to guarantee that the main beam pointing direction is not sensi-
bly disrupted for the aim of communication with geostationary telecommunication
satellites.

7.6.3 Final layout

As a safety margin towards fabrication tolerances and for added system flexibility,
it is desirable to add an extra ring resonator in the second stage of the OBFN, that
is, duplicating the rings sections 1, 4, 7, 10 (see the figure for the numbering). The
resulting system level layout is shown in Fig. 7.19. From the LabView simulations,
this architecture gives an instantaneous bandwidth of 6.74 GHz.
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7.6.4 Wideband Design (2–10 GHz)

In an optical ring resonator based OBFN, the delay-bandwidth product does not
have inherent limitations, provided that the FSR of the ORRs is sufficiently wider
than the RF band of interest. Increasing the number of rings in the layout, we aim
to demonstrate that the instantaneous bandwidth can be improved to fit the initial
A2 demonstrator 1 design specification of 2-10 GHz. For this reason, a wideband
architecture has been designed as shown below.

To determine the number of ORRs needed in each stage in order to accommo-
date this new bandwidth requirement, we follow the same procedure described
above and in Appendix B. Using 2 + 2 ORRs in the horizontal beamforming stage,
and 2 + 2 ORRs in the vertical beamforming stage, from the OBFN simulations, for
the individual paths we obtain the delay bandwidths reported in Table 7.2. The
first column represents the optical path, where the numbers indicate the ORR sec-
tion indicated as for the numbering in Fig. 7.20. The second column indicates the
required delay according to the values reported previously in Fig. 7.16. The third
column indicates the RF bandwidth of the delay, according to the π/16 maximum
phase error criterion [158]. Finally, the last column indicates the values of κ and φ

of the ORRs (see Chapter 4 for the definitions) that have to be set in order to achieve
the desired delay response in the corresponding delay section.

Table 7.2: Channel bandwidths for the wideband MWL-OBFN architecture in
Fig. 7.20

Optical path Required delay Bandwidth κ, φ of the ORRs

8-7-5-4 125 ps (3.125RT T ) 10.7422 GHz κ = 0.736, φ = 0.879
8-7-6-4 187.5 ps (4.688RT T ) 11.1328 GHz κ = 0.985, φ = 0.383
11-10-6-4 312.5 ps (7.813RT T ) 9.4727 GHz κ = 0.826, φ = 0.104
12-10-6-4 375 ps (9.375RT T ) 9.7656 GHz κ = 0.981, φ = 0.360

The required values for κ of the ORRs in stage 4 and 12 are very close to 1 (0.985,
0.981, as in Table 7.2). This might not be a realizable condition in the actual chip,
due to the possible non idealities of the 50:50 couplers used to fabricate the vari-
able MZI couplers. For this reason, we may add 1 ring to both horizontal and verti-
cal beamforming sections in order to relax the specification on the accuracy of the
couplers. We obtain the proposed architecture shown in Fig. 7.20.
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7.7 Modulation technique and optical filter design

7.7.1 SSB-FC modulation

The multi wavelength approach used in this design required a careful choice of
the most convenient modulation technique. A SSB-SC modulation, with carrier
re-insertion and balanced detection, used in previous single-wavelength OBFN de-
signs [33], is not convenient in this case because it requires the availability of the
unmodulated carrier for all the wavelengths (not guaranteed in the Memphis de-
monstrator for which the system is built). Moreover, this would require to add car-
rier re-insertion points which would complicate the structure of the MWL-OBFN.
Thus, the chosen optical modulation technique for the optical beamformer design
is single sideband with full carrier (SSB-FC). This technique does not require the
availability of the unmodulated carrier signal and allows the use of direct detection.
Together with the separate carrier tuning (SCT) technique (Chapter 6), it allows to
reduce the delay element complexity, thus also its area occupation on chip (com-
pared to a DSB modulation scheme) by reducing the required RF delay band to a
single sideband, as in the case of SSB-SC [33]. SSB-FC modulation has been imple-
mented using a filter-based approach. The filter passes one of the sidebands and
the optical carrier, and suppresses the remaining sideband, as shown in Fig. 7.22.
The filter will be indicated in the following as optical side-band plus carrier filter
(OSBCF). The carrier will be phase shifted before direct detection by a dedicated
carrier tuner, as described in Sec. 7.5.5, and the sideband will be delayed by the
ORR-based delay elements.

7.7.2 Filter architecture: MZI + 2 ORRs

The selected optical filter architecture is an MZI loaded with 2 ORR (Fig. 7.21). This
kind of filter allows to satisfy all the requirements imposed by the design specifica-
tions, can be realized using the same building blocks (directional couplers, phase
shifters and ORRs) as the MWL-OBFN and can be easily integrated on the same
optical chip.

�
r

�
d

�
1

�
2

�
r

�
d

in out

Figure 7.21: MZI + 2 rings optical filter
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Choice of the filter F SR

Let us assume the lower sideband (LSB) is the one to be suppressed. The free spec-
tral range of the filter shall be chosen in such a way that four conditions are satis-
fied:

1. ≥ 25 dB suppression of the undesired sideband (LSB);

2. the filter shall be used at the four wavelengths at the same time;

3. The transition between passband and stopband shall be narrower than 3 GHz,
that is, the distance between the carrier and the highest frequency compo-
nent of the LSB;

4. The passband and stopband shall be wide enough to (respectively) suppress
the LSB and minimize the effect over the USB as desired.

Condition 2 imposes that the filter F SR should be a submultiple of the laser
channels spacing. Using the LabView simulator, it is possible to tune the filter in
order to have the widest possible band, keeping the stopband attenuation above
25 dB. The simulated response obtained is represented in red in Fig. 7.23. It results
that choosing an F SR = 25 GHz allows the four conditions to be satisfied, as graph-
ically shown in Figg. 7.22, 7.23.
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= 25 GHzFSR

Figure 7.22: MZI + 2 rings optical filter response tuned for LSB suppression

From Fig. 7.22 and 7.23 it can be noticed that this filter would allow to process
signals whose RF band is as wide as 8 GHz, from 2 to 10 GHz, as in the wideband
beamformer design described in Sec. 7.6.4, or even wider.

7.7.3 Filter FSR accuracy requirements

Similarly to the case of the ORR delay units, the periodic response of the filter is also
exploited to add compactness to the structure by employing the same filter for all
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f
0
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Figure 7.23: Periodicity of the MZI + 2 rings optical filter response and comparison
with the laser channel spacing

the wavelength carriers. This adds a requirement on the accuracy of the F SR of the
OSBCF. As in the case of the ORR based delay units, in fact, an error on the F SR will
accumulate and create a large error at the band at 3Δ f distance. Here we analyze
this issue for the filter and derive the requirement on the FSR accuracy.

Since the FSR of the filter (25 GHz) is 0.25 times the wavelength spacing (100
GHz), the passbands used are the 1st, the 5th, the 9th and the 13th. Let us consider
the situation in which the filter is used to remove the lower side band, as in Fig. 7.22.
If the rightmost edge of the stopband to be suppressed is aligned with the rightmost
edge of the LSB, the margin between the leftmost edge of the passband and the
carrier is 2 GHz - 1.05 GHz = 0.95 GHz. An error on the filter F SR equal to ΔF SR
will translate into an error in the uppermost band (13th band) equal to 13 times the
error ΔF SR. This leads to the condition

13 · |ΔF SROSBCF| ≤ 0.95 GHz (7.10)

which, in turn, gives
|ΔF SROSBCF,max| ≈ ±73.8 MHz. (7.11)

The measured characteristic of the same filter structure, but having an FSR of
6.7 GHz, has been reported by Zhuang et al. in [24].

7.8 Chip Layout

Considering the complexity of the OBFN chip, it is important that the different sub-
sections of the MWL-OBFN are made available and accessible at the external opti-
cal interfaces. Keeping this requirement in mind, the functional schematic repre-
sented in Fig. 7.20 has been translated into the layout represented in Fig. 7.25 by
LioniX BV [161].

In the following we will analyze the layout of the different OBFN sections sepa-
rately.
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Figure 7.24: MWL-OBFN layouts: OBFN without input multiplexers (a), OBFN with
including four 4×1 input multiplexers (b)
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input MUX

to (1)

Figure 7.25: Detailed layout of the input multiplexer of the MWL-OBFN in
Fig. 7.25(b)

7.9 Measurement of BBBs Characteristics

To demonstrate the basic functionality of the chip, the optical demultiplexer has
been tested and its performance compared with the simulation results.

The MWL OBFN described in this chapter contains a number of building blocks
which are novel when compared to the OBFN chips analyzed previously. In partic-
ular, three sections are different:

• the multiplexer/demultiplexers;

• the OSBF (which is now of the type MZI loaded with two ORRs instead of
one);

• stringent specifications on the FSR periodicity are given.

In this section we report the test results needed to characterize the novel build-
ing blocks or to test if the novel performance requirements are met.

7.9.1 System setup for bare chip characterization

In the previous chapters, we have shown how the OBFN chips were connected to
a fiber array unit (FAU) in order to be able to easily access all the useful input and
output waveguides simply by means of optical connectors. In fact, as soon as the
photonic chips are produced and diced off the wafer, an initial characterization
must be performed in order to test the basic chip functionalities, and the correct
operation of the basic building blocks. This type of test is divided in electrical test
and optical test. The electrical tests include the verification of the electrical conti-
nuity for each individual control lines, the test of the ohmic resistance of the ground
lines, and the test of the ohmic resistance of the heaters. The optical test includes
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Figure 7.26: Detailed layouts of the different sections of the MWL-OBFN. Each sec-
tion is numbered (in brackets) as in Fig. 7.6, while the ORRs are labeled
as in Fig. 7.20.
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and starts with the measurement of the fiber to chip coupling losses and the test of
the main building block that is the 50:50 directional coupler. In general, each wave-
guide mask contains three complete replicas of the whole set of desired structures,
which differ only in the coupling gap of the directional couplers contained in the
functional structures. One value is the nominal one obtained by simulations, and
the other two are chosen as a safety margin to compensate for fabrication inaccu-
racies. In this way, the probability to obtain a set of functioning structures from the
specific mask is higher, thus increasing the robustness of the process with respect
to deviations in the complex fabrication process.

After this test, a specific gap is selected as the one that provides the correct cou-
pling ratio in the directional couplers, and the corresponding structures undergo
packaging via fiber pigtailing by means of FAUs, butt-coupling with other optical
chips, and wire bonding of the electrical connections. A packaged chip appears as
in Fig. 7.27.

FAU

FAU

wire

bondselectrical

connections

chip

optical

fibers

Figure 7.27: Example of an OBFN with wire bonds (for the electrical connections)
and fiber pigtails (for the optical connections)

Another very important parameter which is tested is the waveguide loss. As dis-
cussed in Chapter 4, the waveguide loss has a very strong impact on the overall
system performance of the optical beamformer system. When the structures in-
clude optical ring resonators, this test can be conveniently and accurately done by
means of the procedure described in [24].

In order to test the optical performance of the optical structures, it is neces-
sary to access the chip waveguides before connecting FAUs. This can be done by
mounting the optical chip on a chuck, which includes thermal control via a Peltier
element and a temperature sensor, and by aligning bare fibers to the waveguides to
be accessed by using a suitable fiber alignment stage, featuring micrometric three-
axis control of the fiber position. The schematic of the setup employed for the bare
chip characterization is displayed in Fig. 7.28, and a picture of the MWL OBFN chip
mounted on this setup is shown in Fig. 7.29.

7.9.2 Multiplexer/demultiplexer characterization

In the MWL OBFN run, a test chip was included in the realized mask. This test chip
contains a number of test structures, among them an exact replica of the MUX that
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Figure 7.28: Setup employed for the characterization of bare (un-packaged) optical
chips

has been included in the final multiwavelength chip8. This device includes 2 inputs
and 4 outputs which are all accessible by using bare fibers and the alignment setup
shown in Fig. 7.28 and Fig. 7.29.

The layout of the chip containing the test structures is shown in Fig. 7.30, and a
picture at the microscope is visible in Fig. 7.31.

By connecting the tunable laser source (TLS) to the input of the optical chip,
and the power meter at one of the outputs, it is possible to measure the optical
transmission of the selected input-output path with respect to wavelength, this can
be done by scanning the wavelength of the laser and measuring the optical power
impinging on the optical power meter. In the case of the DEMUX, the TLS was
connected to the DEMUX input in the left of Fig. 7.30, and the output bare fiber has
been aligned sequentially to each of the outputs.

As seen in Fig. 7.10, the DEMUX is composed of two sections: one consisting
of an AMZI with 200 GHz FSR, whose output are connected to the inputs of two
AMZI with 400 GHz FSR. Tunable voltages were applied to the heaters that control
the phase shifters on the branches of the three AMZIs which form the DEMUX,
as visible in Fig. 7.31. (i) first, the 400 GHz AMZIs are tuned, taking advantage of
the test ports on the chip visible in Fig. 7.30; (ii) then, the 200 GHz is tuned. This
procedure allowed a fine tuning of the frequency response of the complete 1×4
DEMUX and a good matching with the desired response. The measurement results
are shown in Fig. 7.32, in comparison with the simulated responses of each DEMUX
channel.

From the measurement it can be observed that the positions of the passbands

8The MUX and DEMUX have exactly the same architecture, the only difference being that the inputs
of the DEMUX are the outputs of the MUX and vice versa. Thus each can implement both functionalities.
From now on, we will call the tested device DEMUX.
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chuck
electrical

leads

chip

electrical

leads

output

fiber

Figure 7.29: Example of an optical chip on the bare fiber alignment setup. The
chuck (providing support and heat sink), the tungsten leads (for the
electrical connections) and one bare fiber (for the optical connection)
are also visible.
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DEMUX

input

out 1

out 2

out 3

out 4

Figure 7.30: Layout of the optical chip containing the test structures for the MWL
OBFN. The input and the outputs of the DEMUX employed in the char-
acterization are indicated.

and of the stopbands are matching very well with the simulated ones, for all of the
four channels. This is partcularly evident by looking at the frequency position of
the zeroes of transmission with respect to the simulated response. Nonetheless, as
expected, the analysis of the zeroes of transmission shows as well that the depth
of the zeroes is not equal across all the DEMUX channels. Specifically, when input
1 of the DEMUX is used, as in this case, channels 3 and 4 which are connected to
the input via the cross port of the input AMZI, show a similar performance, both
having a high suppression in their stopbands. On the contrary, channels 1 and 2
suffer a lower suppression in stopband, a fact which is particularly visible for chan-
nel 2, being this directly connected to the DEMUX input via the bar port of both
the first-stage and of the second-stage AMZIs. This translates into a non-perfect
suppression of the undesired sidebands, which in the worst case (for port 2) can be
as low as 13.58 dB. This non-ideal suppression is due to the fact that the directional
couplers employed in the design have slight variations with respect to their perfect
50:50 splitting ratio; this, in turn, creates an unbalance in the routing of the optical
power between the bar and the cross ports, making impossible to route all the op-
tical power from the input to the cross port, thus leaving a residual optical power in
the bar port.

It is also important to note that the measured traces in Fig. 7.32 have been scaled
to match the same maximum transmission. In fact, the maximum transmission
varies across the channels, being highest for the bar-bar port 2, and lowest for the
cross-cross port 4. This can again be attributed to the non perfectly balanced split-
ting ratio in the directional couplers, which results in a non-perfect out of band
isolation by the AMZI. Nonetheless, the residual power unbalance can be compen-
sated for by properly adjusting the transmission of the tunable multiplexer in the
following vertical beamforming stage of the MWL OBFN, visible in Fig. 7.14.
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Figure 7.31: Photograph of the optical chip containing the test structures for the
MWL OBFN, as visible at the optical microscope. The needles visible
are used to draw current through the heaters for tuning the responses
of the optical structures.
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Figure 7.32: Measured (dotted lines) and simulated (solid lines) optical transmis-
sion of the DEMUX channels 1, 2, 3 and 4

Fig. 7.33 shows the DEMUX response over a wider frequency band. The trans-
mission characteristic keeps a high degree of accuracy over a large bandwidth, mak-
ing possible to accommodate wavelengths at different central frequencies; this is
also a proof that the fabrication procedure is sufficiently accurate and the proposed
multi-wavelength approach could be extended to a much larger number of wave-
lengths.

The FSR of the DEMUX can be measured and appears to be equal to 402.3GHz
(≈ 400GHz by design. Percentage variation: ≈ 0.575% ).

7.10 Demonstration of Basic Functionalities

The main target of the test described in this section is the demonstration of the
basic functionality of the MWL-OBFN, that is, the capability of implementing the
functions of selectively delaying and combining RF signals carried by different op-
tical wavelengths. For that purpose we designed and realized a set of tests on a
subsection of the MWL-OBFN chip. In particular, the aim is to:

• create two IM signals with different optical carrier frequencies, spaced of ap-
prox. 200 GHz

• route the two IM signals to a single input of the MWL-OBFN
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Figure 7.33: Measured (dotted line) and simulated (solid line) optical transmission
of the DEMUX channels 1, 2, 3 and 4

• de-multiplex the two signals to separate paths on the chip

• show the group delay applied selectively to only one of the two signals

• show the multiplexing (combining) of the two signals

For this demonstration, the simplest structure required consists of a 1×2 DE-
MUX, whose outputs are connected to two separate waveguides, containing inde-
pendently tunable delay sections, being then combined by a MUX. This structure
is schematically represented in Fig. 7.34.

7.10.1 Modifications to the alignment setup

For purpose of the demonstration described before, we consider a subsection of the
MWL-OBFN shown in Fig. 7.25(a). This is the simplest structure available on-chip
that contains the basic components required for the test. Such structure can be ac-
cessed by two test ports, which have been added by design for those type of tests
and have been made available at the output facet of the chip. The proposed test
requires transmission measurements, thus both ports have to be accessible simul-
taneously. Nonetheless, the measurement setup shown in Fig. 7.28 and Fig. 7.29
allows to access only one port per facet at a time. The setup has been modified for
this specific test by modifying the alignment stage at the output facet of the chip,
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Figure 7.34: Schematic of the portion of the MWL-OBFN used for the functional-
ity tests: 1×2 DEMUX, cascaded to two separate waveguides (includ-
ing separate tunable delay sections), combined by a MUX (a). Corre-
sponding schematic of the selected section on the MWL-OBFN chip
(b).
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by replacing the single bare fiber with a fiber array unit from OZ Optics Ltd. This
FAU includes 4 PM fibers, whose cores are horizontally spaced 125 μm, which cor-
responds to the pitch separation between the output waveguides on the chip. In
this way, a single FAU could be used to access as many as four adjacent ports of
the output facet simultaneously. Since the desired test ports are ports 1 and 2, the
4-fibers FAU is sufficient for the desired test. For future tests that may require to
access arbitrary test ports, the FAU could simply be replaced with a larger one (i.e.
including a larger number of fiber pigtails). The FAU has been mounted on a “go-
niometer”, which in turn has been mounted on the three-axes alignment stage. The
goniometer allows the yaw-movement needed to align the plane of the waveguides
(i.e. the plane of the chip) with the plane of the fiber pigtails of the FAU. In this way
it has been possible to maximize the optical transmission between the test ports,
acting both on the x y z alignment stage controls and on the yaw angle of the FAU.
Fig. 7.35 shows a picture of the alignment stage including the goniometer and the
FAU.

7.10.2 Optical characterization of the cascade of two AMZIs

The first step towards the functionality demonstration of the MWL-OBFN is the
optical input-output characterization of the device under test, that is, the chip sec-
tion in Fig. 7.34(a). In particular, we are interested in the optical response of the bar
port, as in Fig. 7.34(b). Ideally, when the free spectral ranges of the individual AMZIs
are equal, and when the connecting waveguides have equal length, the cascade of
the two AMZIs has a response which is independent of the optical frequency. The
simulated bar and cross port responses are shown in Fig. 7.37 and in Fig. 7.38, for
different values of the phase shift applied to the longer arm of the AMZI 1. Thanks
to the symmetry of the structure, applying an equal phase shift to AMZI 2 instead
of to AMZI 1 would produce exactly the same effect.

The LabView simulations of the structure under test reported in Fig. 7.39 and in
Fig. 7.40 show also that there is a deviation from the ideal response as soon as the
directional couplers (DC) become non ideal (i.e. have a splitting ratio not exactly
equal to 0.5) or when there is an amplitude unbalance between the two waveguides
connecting the DEMUX and the MUX (waveguide 1 and waveguide 2, indicated re-
spectively as WG 1 and WG 2 in the following). In particular, a ripple is introduced
in the amplitude response as soon as there is an amplitude transfer unbalance be-
tween the two arms (waveguide 1 and waveguide 2). The ripple changes in depth
when changing the phase shift of either arm of AMZI 1. In Fig. 7.36, the measured
bar response is shown for two different voltages applied to the phase shifter on the
longer arm of AMZI 1. The ripple variation predicted by the simulations is clearly
visible.

For the sake of this experiment, our scope is to make sure that the frequencies
of two optical carriers, spaced 125 GHz apart, are chosen in such a way that one of
them propagates in the upper arm (WG 1) and the other propagates on the lower
arm (WG 2). Unfortunately, we do not have access to the separate waveguides, thus
a method has to be found to identify the transfer of each path by only measuring
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(a) 

(b) (c) 

Figure 7.35: Alignment stage including the FAU used to access multiple waveguide
ports on the right facet of the MWL-OBFN chip in Fig. 7.25(a). The FAU
containing 4 fiber pigtails has been aligned to the optical waveguides
(b). Note the presence of the goniometer used to align the plane of the
fiber array to the plane of the chip (c).
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the bar response of the complete structure under test. It is not possible to deter-
mine which bands propagate to the upper and to the lower arm by simply analyz-
ing the shape of the response without prior knowledge on the loss of each branch
(WG 1 and WG 2). In fact, when the proper phase condition is satisfied, the power
in the two waveguide arms ideally combine constructively to produce the desired
all-pass response at the bar output. Thus, any amplitude unbalance between the
arms (e.g. due to a non perfect DC splitting ratio, or to different losses in the wave-
guides) would produce a non-uniform response at the bar port. As expected, this
is confirmed from the simulations, where it appears that the maxima of the overall
transfer function can be corresponding either to the maxima of the bar arm (WG 1),
or to the maxima of the cross arm (WG 2), dependently on whether the attenuation
is higher in the lower or in the higher arm, respectively. Fig. 7.37 through Fig. 7.40
show the simulation results to graphically represent this phenomenon.
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Figure 7.36: Measured bar responses of the structure under test shown in Fig. 7.34,
compared to the simulated responses obtained by uniform excitation
at the input, for different values of phase shift applied to the upper arm
of AMZI1.
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7.10.3 Identification of the paths and laser wavelength selection

In order to perform the delaying and combining tests mentioned in the previous
sections, it is necessary to know which wavelength inserted at the input of the test
section in Fig. 7.34 will be propagated through the upper branch (WG 1) and which
ones to the lower branch (WG 2). As demonstrated in the previous section, it is not
possible to know the bar and cross responses of AMZI 1 only from the observation
of the transfer function of the cascade AMZI 1 - AMZI 2, without prior knowledge
on the attenuation of the two arms. For this reason, a different technique has to
be introduced for the scope to identify which wavelengths propagate in the upper
branch (WG 1) and which ones in the lower branch (WG 2).

The idea is to employ the tunable ORRs present in each branch to identify the
bar and cross responses of AMZI 1. In fact, by changing the coupling of the ORRs to
the waveguides, their respective quality factor will change, thus affecting the trans-
fer function of the corresponding branch. This change can be observed by mea-
suring the bar response of the complete test section, provided that the instrument
used has sufficient spectral resolution to identify at least large changes in the ORRs
responses. The OSA employed in the tests has a minimum resolution bandwidth of
0.1 nm (approx. 12.5 GHz) which allows to observe the ORRs responses (with a FSR
of 25 GHz) as a ripple overlapped to the response of the complete structure.

Fig. 7.42 shows the bar transfer obtained when all ORRs are tuned in such a
way to minimize their resonance (referred to as “ORR off”), overlapped with the
transfer obtained when only one of the carrier tuning ORRs (CT) from the lower
branch (WG 2) is tuned to an increased quality factor (“ORR on”). It is possible to
identify two regions: one in which the ORR resonance peaks are visible (only in the
form of an increased ripple, due to the limited resolution bandwidth of the OSA in
use) and one in which the ORR does not sensibly affect the response (central area in
figure). This gives an indirect but effective method to identify the frequency range
which propagates mostly through the lower branch, being the one in which the
difference between the case “ORR off” and “ORR on” is more visible. It appears that
the minimum transmission in this case corresponds to the propagation through
the upper branch (WG 1), around 1550.5nm, while the maxima correspond to the
lower branch (WG 2), as in the case shown in Fig. 7.39. This measurement was
obtained by letting the EM4 DFB laser (DFB-LD 1 in Fig. 7.41) sweep slowly over
the frequency band of interest, while employing the max-hold function of the OSA.

7.10.4 Delaying and combining demonstration

After the analysis performed in the previous section, it is now possible to choose
two separate optical carrier frequencies and proceed with the demonstration of
the basic MWL-OBFN functionalities. The wavelengths shall be chosen in such a
way that they can be demultiplexed by AMZI1, propagate in separate paths and
be recombined by AMZI2 towards the bar output port (Fig. 7.34). According to
the analysis in Fig. 7.42, a possible choice is λ1 = 1550.42nm (≈ 193.36THz) and
λ2 = 1551.5nm (≈ 193.23THz). The frequency spacing is ≈ 125GHz.

In order to realize our tests, the setup in Fig. 7.41 has been used. Two DFB lasers
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Figure 7.42: Bar transfer of the cascade AMZI1-AMZI2, obtained when all ORRs
are tuned to minimum resonance, compared with the same transfer
obtained when one of the carrier tuning ORRs (CT) from the lower
branch (WG 2) is tuned to an increased quality factor. It is possible to
observe that the ripple due to the change in the ORR response appears
only at the sides of the figure, allowing to estimate which frequencies
propagate in the upper and in the lower branch where the employed
ORR is present.
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(DFB-LD 1 and DFB-LD 2) generate the optical carriers at frequencies f1 and f2.
A 3-dB RF splitter is used to divide the RF signal generated by port 1 of the net-
work analyzer (VNA) and feed it to two Mach-Zehnder modulators (MZM) biased
in quadrature. The two IM optical signals are combined using a polarization main-
taining (PM) combiner. The combined signal is fed to the optical chip using the
fiber array unit (FAU) described previously. Note that the use of PM components in
the whole signal path preceding the chip is crucial to ensure the desired behaviour
for the waveguides, which is dependent on the light polarization. The chip subsec-
tion employed for the test is the one shown in Fig. 7.34. At the chip output, a 90:10
optical splitter is used to route part of the signal to an optical spectrum analyzer
(OSA), employed to measure the optical carrier frequencies and to compare them
with the bar port characteristic in Fig. 7.42, previously stored in memory.

Individual channels

Fig. 7.43 shows the s21 parameter, measured over the bandwidth 1-10 GHz, of the
bar response of the MWL-OBFN system under test shown in Fig. 7.41, when only
one laser at a time is connected to the PM combiner inputs. The RF powers have
been equalized while keeping the optical frequencies at the desired values, by tun-
ing both the drive current and the operating temperature of each DFB laser. Note
the gain roll-off with frequency, due to the electro-optical response of the MZM
and of the PD employed in conjunction with the losses of the RF connectors, as dis-
cussed in Chapter 5. The delay characteristics show a delay difference among the
paths of approximately 38.1 ps.

Channels combining

When both lasers are connected to the PM combiner, the RF signals which have
been separated in the 3-dB RF splitter in Fig. 7.41 are recombined optically on chip.
The RF magnitude response shows a corresponding increase of 6 dB with respect to
the individual channels (Fig. 7.44). In fact the two electrical signals, which are car-
ried separately in the optical domain by the different wavelengths, are converted
back to the electrical domain at the photodetector. At the PD output, the RF sig-
nals sum in phase, producing a total electrical signal with double amplitude, thus 4
times the RF instantaneous power (6 dB). This result demonstrates the combining
capability of the proposed MWL-OBFN.

It is important to note that, in Fig. 7.44, the power of the combined response
decreases faster with frequency than the ones of the individual channels, produc-
ing only a 3 dB increase around 7 GHz and no increase around 10 GHz. This can
be easily explained by considering that the conclusion of coherent RF combining
drawn before is valid only as long as the frequency is sufficiently low to consider two
RF signals approximately in phase. In fact, as visible from the phase responses in
Fig. 7.43, the two waveforms have a small delay difference of approximately 38 ps.
This limited amount of delay produces a phase shift between the two detected RF
signals which is negligible below few GHz but, as the frequency increases, the delay
starts to play a significant role (i.e. to produce a substantial phase shift between
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the RF signals) until, around 13 GHz, the two waves are completely out of phase. If
we could extend the RF sweep, we would see that this phenomenon produces an
interference pattern as the one seen for the microwave photonic filter described in
Chapter 6. In this case, the free spectral range is equal to 1/(38.1 ps) = 26.247 GHz.

Another interesting phenomenon worth noticing is the phase response of the
combined RF signal. At a first thought, it would be expected that the RF phase
response should show a delay which is the average between the delays of the indi-
vidual RF signals. In practice, the phase response is sensibly closer to the delay of
the RF signal carried by the optical frequency f2, and tends to oscillate in frequency
compared to the linear interpolant. This can be easily explained by considering
that the RF magnitude transfer is not exactly the same for the two channels (i.e.,
the RF powers are not perfectly balanced), with a stronger RF power for channel f2

especially in the frequency range between 3 and 8.5 GHz, thus producing a phase
response curve closer to the one of the channel with the strongest power.

For comparison, Fig. 7.44 includes the amplitude and phase responses obtained
by numerically combining the two measured responses for f1 and f2. The ampli-
tude response matches closely with the measured amplitude response obtained
combining the two channels. The phase response, instead, shows a sensible devia-
tion compared to the measured one. This can be explained by considering that the
responses of the individual channels and the response of the combined channels
were obtained at three different times, and not simultaneously. In the measure-
ment setup, in fact, the individual phase responses are obtained by un-mating one
of the two fibers at a time from the setup in Fig. 7.28. During the experiments, a
sensible instability was observed in the power of the individual channels, limiting
the repeatibility of the experiment. It must be kept in mind that the phase is very
sensitive to any amplitude unbalance. For this reason, it is likely that the powers
of the individual channels might have changed during the mating-unmating pro-
cedure, thus creating an amplitude unbalance which affected the phase response,
explaining the deviation from the expected response.

Selective delay

After the demonstration of the combining capability of the MWL-OBFN, we show
the capability to generate selective delay to only one of the IM optical signals. For
this scope, the ORRs of WG 2 in Fig. 7.34 labeled as “6a” and “6b” have been em-
ployed to provide broadband delay to the IM signal at frequency f2. Fig. 7.45 shows
the RF phase response obtained when only DFB-LD 2 is connected to the chip.
The phase response obtained when DFB-LD 1 is connected stays substantially un-
changed. This demonstrates the capability of the chip to provide broadband delay,
selectively to the RF signal modulated on the optical carrier at frequency f2. The
delay is continuously tunable from 0 ps up to approximately 139.7 ps over an in-
stantaneous bandwidth of 10 GHz. Note the attenuation on the RF amplitude re-
sponse due to the application of the delay, which can be compensated by properly
adjusting the optical power of the corresponding laser.
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7.11 Hybrid integration with MWL laser + MZM array

In a different Memphis workpackage, a multi-wavelength transmitter has been re-
alized and is currently being tested. It is based on indium phosphide (InP) tech-
nology and features an array of four integrated DFB lasers and four Mach-Zehnder
modulators integrated on a single photonic chip [202, 207]. The signal generated
by each laser is modulated by an individual MZM and then multiplexed to a single
output. A schematic of this photonic integrated circuit (PIC) is shown in Fig. 7.46.
This PIC consists of a four-channel filtered-feedback multi-wavelength laser with
four Mach-Zehnder modulators The four lasers operate at different wavelengths,
100 GHz-spaced according to the International Telecommunication Union (ITU)
grid [208]. The modulator outputs are multiplexed by an arrayed waveguide grat-
ing (AWG) to an single output.

PHS

PHS

PHS

PHS

AR

AWG

SOA

SOA

SOA

SOA

�2

Modulator

Modulator

Modulator

Modulator

�3
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�1

�1;:::;4

modulated output

Figure 7.46: Schematic of the MWL transmitter realized in TU/e. SOA: semicon-
ductor optical amplifier; PHS: phase shifter; AR: anti-reflection coat-
ing (courtesy of Jing Zhao).
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Figure 7.47: Artistic view of the butt coupling between the MWL transmitter and
the MWL OBFN

This device can be used to operate as one of the four columns in the functional
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schematic shown in Fig. 7.5. In fact, it contains four lasers, four modulators placed
in the corresponding optical paths, and a wavelength multiplexer.

The MWL laser chip and the MWL-OBFN chip are going to be integrated via
butt-coupling to build the core of the Memphis A2 demonstrator 1. This demon-
strator will be used to practically prove the MWL OBFN concept described in this
chapter. An artistic view of the butt-coupling between the MWL transmitter and
the MWL OBFN is shown in Fig. 7.47.

7.12 OBFN positioning in the system

The schematic in Fig. 7.48 represents a simplified view of the integration of the dif-
ferent components that constitute the signal processing part for the phased array
antenna of the Memphis A2 Demonstrator 1 (multiple wavelength OBFN for con-
nected array antenna for radio-astronomy).
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Figure 7.48: Integration schematic for WP A2 demonstrator 1, and OBFN position-
ing in the system

7.13 Conclusions

A novel idea towards the simplification of an existing OBFN has been proposed. Ex-
ploiting the frequency-periodic behaviour of the ORR-based delay units and filters,
it is possible to realize a WDM-based multi-signal-path OBFN, thus dramatically re-
ducing system complexity and cost and making possible an integrated realization
of a single-chip OBFN for large arrays or multiple-beam applications.
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Conclusions and directions for further

research

8.1 Conclusions

In this thesis we have described the design, implementation, system integration
and functional demonstration of integrated optical beamformers for phased array
antennas. Our approach pertains to the field of microwave photonics, where pho-
tonics technology is employed to assist or replace purely electronic solutions for
the realization of a number of signal processing functionalities. In particular, we
made use of the integration of photonics and electronics to achieve unprecedented
performance for the signal processors that can hardly be provided by electronic so-
lutions alone. In our case, integrated optical waveguides and filters are used to re-
alize a few basic functions, namely signal transport, splitting and combining, mul-
tiplexing and demultiplexing, phase shift and time delay. Those basic functions
have been combined to realized a complex signal processor to optically control the
antenna array, or beamformer, on a single chip.

The result was the demonstration of two novel optical beamformers which de-
monstrated an instantaneous RF bandwidth up to 8 GHz, with a continuously tun-
able delay up to approximately 2 ns over 1 GHz bandwidth, a compact layout (16-
channels with a total of 40 fully tunable optical ring resonators with an area of 0.7 ×
2.2 cm2), realized on a very low loss substrate (employing TriPleX waveguide tech-
nology, which allowed losses of only 0.1 dB/cm with a bending radius as low as
75 μm) and the potential to be produced on large scale with low cost (realized us-
ing CMOS compatible fabrication equipment).

We reported the first system integration of an integrated beamformer chip based

285
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on optical ring resonators in a functional demonstrator for radio astronomy appli-
cations (Chapter 5), which showed squint-free and seamless beamsteering of 30
degrees over the band from 1 GHz to 1.5 GHz, limited only by the employed an-
tenna characterization setup.

In addition to broadband radio astronomy aperture arrays, another desired ap-
plication of optical beamsteering is antennas for satellite communications. We re-
cently demonstrated (Chapter 5) that the optical beamformer can be reconfigured
to provide squint-free beamsteering over the complete DVB-S band (10.7 GHz to
12.75 GHz) employing a 4-inputs photonic integrated beamformer based on ring
resonators.

We showed (Chapter 6) the first demonstration of the delay technique called
separate carrier tuning where the optical sideband filter, the delay line and the sep-
arate carrier phase tuning unit are integrated on a single chip. We demonstrated a
full 360 degree phase shift and a continuous delay tunability up to approximately
400 ps over the band 1 GHz to 2 GHz. The simultaneous functionality of this pro-
cessor as independently tunable phase shifter and delay line has been demonstra-
ted by implementing a fully reconfigurable, complex-coefficient two tap microwave
photonic filter.

Finally, we proposed and experimentally demonstrated a novel, hardware com-
pressive architecture based on on-chip wavelength division multiplexing (WDM),
which exploits the frequency-periodic response of optical ring resonators to dra-
matically reduce the network complexity and, in turn, its area occupation on the
wafer (Chapter 7). This allowed a complexity reduction factor of almost 10 for a
16×16 array, and which improves with antenna dimension. This allows to over-
come the main limitation of current integrated beamformers, that is, the limited
capability to feed very large arrays when using a single chip, and promises the pos-
sibility to integrate an unprecedented number of delay channels on a single chip,
without need of the complex interconnection of multiple beamformers as shown
in Chapter 4. We experimentally demonstrated this concept using a novel device
that showed continuously tunable delay generation over the 2-10 GHz bandwidth.
This result represents at the same time the record bandwidth (8 GHz) for a com-
plete optical beamformer based on optical ring resonators, and the first integrated
beamformer where signals from different antenna elements are processed simul-
taneously by individual delay lines exploiting the periodic response of ORRs filters.
This processor has been implemented in a single chip with the size of 36×8 mm.

8.2 Directions for further research

A number of ideas started to be investigated during the development of this thesis
work but could not be brought to the stage of experimental demonstration due to
time constraints. Those include:

• Multibeam applications. The availability of a set of basic building blocks with
proven and repeatable characteristics, realized with low-loss TriPleX wave-
guide technology from LioniX B.V., allowed us to design complex beamformer
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layouts with high performance. A straightforward extension of the capabili-
ties of the processors designed in this thesis is the realization of networks with
multiple independent beam ports for simultaneous multi-beam operation,
where individual beams can be independently reconfigured. This type of so-
lutions are particularly appealing for spaceborne applications [11,209] where
compact, lightweight, broadband and reconfigurable multibeam beamform-
ers operating at high RF frequency bands (Ku-band and Ka-band) are desired
for modern communication satellite payloads which pose stringent require-
ments in terms of performance, size and weight.

• Monolithic or hybrid integration of active and passive functionalities on a sin-
gle chip. Both monolithic and heterogeneous integration have been largely
investigated especially in the field of high-speed data communications and
optical interconnects, and are starting to be employed in the field of mi-
crowave photonics and promise to have a bright future. In fact, thanks to the
possibility to integrate the electrical-to-optical and the optical-to-electrical
conversion on the same platform together with the passive signal proces-
sors will allow, at the same time, to boost the system performance, a huge
reduction in the costs of the complete system (which mainly comes from the
fact that current MWP systems are realized by integration of discrete off-the-
shelf optical components) and improve the system stability and robustness
through elimination of the optical fiber interconnections. In addition to that,
current multi-project wafer (MPW) runs from all the major foundries that
allow to share the fabrication costs are quickly broadening the accessibility
of state-of-the-art integrated photonic functionalities for many research cus-
tomers, also at university level. This is expected to lead to a large increase
of the microwave photonic players that will make use of active and passive
integrated functionalities on chip to boost the system performance, finally
allowing microwave photonic solutions to reach and spread in commercial
market applications.

• Phase modulated beamformers. Several authors have identified the main lim-
itation of optical beamformers, and more in general of microwave photonics
signal processors, in their limited system performance, especially in terms
of dynamic range (Chapter 5). Recent works have demonstrated how phase
modulation techniques can sensibly improve the dynamic range of analog
photonic links [22]. Several authors have proposed either coherent receivers
[12] or frequency discriminators [22] based on linear optical filters on a sin-
gle chip, demonstrating analog optical links with improved dynamic range.
In [139], a frequency discriminator and a balanced photodetector have even
been integrated in a single chip. Experts in the field have shown how the
performance improvement attainable with optimized phase modulated links
jointly with hybrid integration of active and passive functionalities can be the
answer to the need of microwave photonic processors that equal or surpass
the system performance of traditional microwave solutions.

• Electro-optical tuning. An important issue in the beamformers presented in
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this work is the total power consumption due to thermo-optical tuning, and
the speed at which this grows when increasing the beamformer complexity.
Besides the total peak power consumption, which can easily reach tens of
watts when operating a 40-ORRs beamformer, another important issue is the
heat dissipation and the consequent thermal crosstalk. Now that the wave-
guide technology allows to keep bending losses negligible down to approx.
75 μm of bending radius, the main limiting factor towards footprint reduc-
tion becomes the thermal crosstalk between different heaters. In fact, the
practical difficulty to remove heat from the chip quickly and effectively in or-
der to maintain a stable average temperature tends to become the main lim-
iting factor in the dimension reduction. At the current state, it is not possible
to place heaters closer than a few hundred microns without creating impor-
tant thermal crosstalk issues. Having an effective electro-optical tuning tech-
nology would allow, at the same time, to reduce the power consumption of
a factor of ∼80k, thus requiring much less power in the temperature stabi-
lization unit, and to realize tuning elements much closer to each other while
keeping negligible crosstalk.

• Use of nonlinear optical phenomena for microwave photonic signal process-
ing. A particularly recent and expanding interest has been shown by experts
in the field towards the use of well-established nonlinear optics effects for
RF signal processing. Effects as cross-phase modulation or four-wave mix-
ing [40] are starting to be employed to demonstrate microwave photonic sig-
nal processing functionalities in an integrated optical form, like microwave
photonic filtering and microwave photonic links, exploiting the high third-
order optical nonlinearities shown by silicon-based substrates. We expect
that those phenomena will be applied to optical beamforming and MWP links
too.
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A
Spherical Coordinate System

A.1 Spherical Coordinate System

A spherical coordinate system is a coordinate system used in a three-dimensional
space. The position of a point is specified by three numbers:

• the radial distance of that point from a fixed origin,

• the polar angle measured from a fixed zenith direction,

• the azimuth angle of its orthogonal projection on a reference plane that passes
through the origin and is orthogonal to the zenith, measured from a fixed ref-
erence direction on that plane.

An example showing the representation of the position of point P is given in
Fig. A.1.

A.2 Conversion between spherical and cartesian coor-
dinates

For our applications, it is of interest to be able to convert between a spherical and a
cartesian system of coordinates in three dimensions. Below are the formulas used
for the conversions.
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x

y

z

P= r, ,( )θ φ

φ

θ

r

Figure A.1: Representation the point P in a spherical coordinate system

• Cartesian to Spherical

r =
√

x2 + y2 + z2 (A.1)

ϕ= arctan
( y

x

)
(A.2)

ϑ= arctan
( z

r

)
(A.3)

• Spherical to Cartesian

x = r sinϑcosϕ (A.4)

y = r sinϑsinϕ (A.5)

z = r cosϑ (A.6)
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B
Design of tunable delay units based on

optical ring resonators

B.1 Introduction

In this Appendix we present the design procedure used to determine the architec-
ture of the delay units used in optical ring resonator (ORR) based integrated optical
beam forming networks (OBFN) for microwave phased array antenna applications
described in this thesis. Given the system specifications of minimum RF signal
bandwidth (2.05 GHz), propagation loss in the optical waveguide (0.2 dB/cm) and
maximum phase error allowed in band (π/16), the method is used to determine
the number of ORRs required in each delay unit for minimum complexity and, in
turn, minimum footprint in the realized chip. The effects of the RF phase errors ob-
tained with the described procedure are also analyzed. The result shows negligible
degradation in the array radiation pattern when imposing a maximum phase error
of π/16 or lower.

We describe a novel design procedure for optical beamformers based on op-
tical ring resonators. Taking into account the bandwidth, beamsteering angle and
maximum phase error requirements, the method determines the OBFN layout with
minimum complexity and footprint.
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B.2 Design of the Symmetric Binary Tree OBFN struc-
ture

In our study we assume the most common case of linear or planar arrays, with iden-
tical, equally spaced antenna elements (AEs). Let us assume the array on the x y
plane of a Cartesian coordinate system. An antenna element placed in the origin is
chosen as reference AE with zero delay. It can be shown that, for a desired pointing
direction (ϑ0, ϕ0), the required delay at the p-th element located at (xp , yp ) equals

Δτp = sin(ϑ0)cos(ϕ0)xp + sin(ϑ0)sin(ϕ0)yp

c0
(B.1)

indicating that the required delay tuning range increases with the space coordi-
nate of the AE. This motivates the choice of binary tree architecture as the structure
of lowest complexity for the OBFN, since different delay paths can share the same
delay units to achieve the desired linear delay profile, as shown in Fig. B.1. The
symmetry of the structure comes from the general need to steer the beam in both
directions, without need of additional delay offset compensation.
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Figure B.1: Architecture of a symmetric binary tree 4×1 OBFN feeding a 4 elements
linear array. Note how delay units 5 and 6 are shared among multiple
paths.

In this architecture, the maximum delay tuning ranges τ1, τ2 for the delay units
in stages 1 and 2 are given by

τ1 = 1

2
τ2 = (Δτn+1 −Δτn)max =

d sin(ϑ0,max)

c0
, n = 1, ...,3 (B.2)
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In our example, we consider an antenna tile for Ku-band satellite communica-
tions, where d = 23.6 mm and ϑ0,max = 60 degrees, obtaining τ1 = 68.13 ps and τ2 =
136.26 ps.

B.3 Design of the delay units

The required delays are implemented by ORR based delay units. Those compo-
nents are optical filters with a frequency periodic response, the period being called
free spectral range (F SR) (see Chapter 4). Within its optical band, the ORR can be
tuned to approximate the desired linear phase dispersion characteristic of an ideal
delay line, where the slope is proportional to the amount of delay. The bandwidth
of the delay element is defined as the range of frequencies where the phase error
ε < εmax, which is the maximum allowed by the design specifications, obtained by
the maximum acceptable beam pointing fluctuation. Simulations show that at Ku-
band this effect is negligible if ε<π/16. For a single ORR, the bandwidth decreases
when the required delay increases, in a quasi inversely proportional manner [210],
and it can be increased by cascading additional ORRs [33,147]. The design consists
in determining the number of ORRs in each delay unit, based on three system level
requirements:

• optical bandwidth;

• maximum delay tuning range required, obtained from Eq. (B.2) based on the
AE spacing and the maximum scanning angle;

• maximum phase deviation from ideal;

and on two technological parameters: maximum F SR of the ORRs and wave-
guide losses. The design procedure makes use of an ORR simulator based on Lab-
View software [205], which accounts for the effects of the technological parameters.
The design steps are as follows.

1. The simplest structure is considered as a starting point, that is, each delay
element is composed by one ORR only.

2. The phase response of each of the resulting optical paths (from the n-th an-
tenna element, AEn, to the output, see Fig. B.1) is simulated, and tuned to
approximate the desired maximum delay for that path, which is obtained
from Eq. (B.2). The tuning is performed in such a way to maximize the band
in which the phase error (that is, the difference between the desired phase
characteristic and the phase of the ORR delay unit) is within the maximum
allowed by the design specifications (Fig. B.2).

3. The bandwidth of each path is evaluated.

4. If any of those bands is below the required RF band, the complexity of the
beamformer must be increased by adding extra ORRs in the delay elements
(starting from the highest stage) and the design steps 2, 3 and 4 are repeated.
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Figure B.2: ORR based delay elements: phase error response

This procedure can be easily extended to the case of a planar array, as is the ex-
ample of a 4×4 OBFN for a Ku-band antenna. The system specifications are shown
in Table B.1 (F SR of the ORRs = 20 GHz, waveguide loss = 0.2 dB/cm), together with
the bandwidth of each OBFN path. The obtained layout is displayed in Fig. B.3.

Table B.1: Specifications of a 4×4 OBFN for a Ku-band antenna

Specification Value

Frequency range 1.05 – 3.10 GHz (IF band DVB-S)
Scan angle (elevation, azimuth) -60 to +60 degrees
OBFN input subarray spacing (x and y dir.) 23.6 mm
Max phase error (between adjacent inputs) π/16
Antenna configuration Planar, separable illumination
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Table B.2: Delays and bandwidths in the 4×4 OBFN for a Ku-band antenna

Optical input Required delay Bandwidth

4, 4 0 ps � F SR
4, 3 68.13 ps 0.238 F SR = 4.7660 GHz
4, 2 136.26 ps 0.146 F SR = 2.9297 GHz
4, 1 204.39 ps 0.135 F SR = 2.6953 GHz
3, 4 68.13 ps 0.238 F SR = 4.7660 GHz
3, 3 136.26 ps 0.189 F SR = 3.7890 GHz
3, 2 204.39 ps 0.141 F SR = 2.8125 GHz
3, 1 272.52 ps 0.133 F SR = 2.6535 GHz
2, 4 136.26 ps 0.146 F SR = 2.9297 GHz
2, 3 204.39 ps 0.135 F SR = 2.6953 GHz
2, 2 272.52 ps 0.115 F SR = 2.3047 GHz
2, 1 340.65 ps 0.111 F SR = 2.2266 GHz
1, 4 204.39 ps 0.135 F SR = 2.6953 GHz
1, 3 272.52 ps 0.127 F SR = 2.5391 GHz
1, 2 340.65 ps 0.111 F SR = 2.2266 GHz
1, 1 408.78 ps 0.107 F SR = 2.1484 GHz

B.4 Case study: design of delay units for MWL-OBFN

In Chapter 7 a novel concept for a hardware-compressive multi-wavelength OBFN
(MWL-OBFN) was introduced. The procedure for determining the number of ORRs
to be used in each stage was introduced in Sec. 7.6.2 and the detailed calculation is
reported in this example.

The band of the OBFN is given by the input-output path which has the smallest
bandwidth. For the considered architecture, since all paths have the same num-
ber of ORRs, the one with the smallest bandwidth is the one requiring the highest
delay, that is, the one corresponding to the antenna element (1, 1), passing by the
rings 12-10-6-4 (from now on, we will refer to the paths by the sequence of ring
resonators present in that path, as done here). The simulation of the ring tuning
for the evaluation of the delay bandwidth is performed below. Due to the way the
beamformer is designed and connected to the elements of the array, there is a spe-
cific order for the simulation of the optical delay paths. To evaluate the band of the
path with the highest delay (12-10-6-4) it is necessary to first simulate other paths.
In detail, the ring tuning shall be performed in the following order:

1. Tuning of ring 4 in order to provide the required 125 ps delay to antenna ele-
ment (2, 4), path 8-7-5-4;

2. Keeping the same tuning for ring 4, tuning of ring 6 in order to provide the
required 187.5 ps delay to antenna element (1, 4), path 8-7-6-4;
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Figure B.4: Proposed OBFN architecture with 1 ORR per stage, in all delay sections.
Resulting bandwidth: 2.39 GHz
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Table B.3: MWL-OBFN characteristics

Characteristic Value

Horizontal Beamformer
Stage 1 (τ1) 1 ORR
Stage 2 (τ2) 1 ORR
Vertical Beamformer
Stage 1 (τ1) 1 ORR
Stage 2 (τ2) 1 ORR
FSR of the ORRs 25 GHz
RTT of the ORRs (T ) 40 ps
Required delay bandwidth ≥ 2GHz(= 5GHz−3GHz)
Max delay ripplea in band π/16 =±π/32
Optical waveguide loss 0.2 dB/cm

aMaximum deviation from the ideal phase response.

3. Keeping the same tuning for rings 4 and 6, tuning of ring 10 in order to pro-
vide the required 312.5 ps delay to antenna element (1, 2), path 11-10-6-4;

4. Keeping the same tuning for rings 4, 6 and 10, tuning of ring 12 in order to
provide the required 375 ps delay to antenna element (1, 1), path 12-10-6-4.

Path 8-7-5-4

• Required delay (additional with respect to the reference path): 125 ps

• Normalized required delay: 3.125T

• Total required delay for the I/O path (considering also the minimum delay T
introduced by the ORRs): τ8−7−5−4 = 4T +3.125T = 7.125T

• Active ORRs: ring 4

• Delay bandwidth: 0.131 FSR = 3.27 GHz

Path 8-7-6-4

• Required delay (additional with respect to the reference path): 187.5 ps

• Normalized required delay: 4.6875T

• Total required delay for the I/O path (considering also the minimum delay T
introduced by the ORRs): τ8−7−6−4 = 4T +4.6875T = 8.6875T

• Active ORRs: ring 4, ring 6

• Delay bandwidth: 0.121 FSR = 3.027 GHz
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Path 11-10-6-4

• Required delay (additional with respect to the reference path): 312.5 ps

• Normalized required delay: 7.8125T

• Total required delay for the I/O path (considering also the minimum delay T
introduced by the ORRs): τ11−10−6−4 = 4T +7.8125T = 11.8125T

• Active ORRs: ring 4, ring 6, ring 10

• Delay bandwidth: 0.0996 FSR = 2.49 GHz

Path 12-10-6-4

• Required delay (additional with respect to the reference path): 375 ps

• Normalized required delay: 9.375T

• Total required delay for the I/O path (considering also the minimum delay T
introduced by the ORRs): τ12−10−6−4 = 4T +9.375T = 13.375T

• Active ORRs: ring 4, ring 6, ring 10, ring 12

• Delay bandwidth: 0.0957FSR = 2.39GHz > 2GHz

The analysis described in this paragraph showed that, in the situation of Fig. B.4,
one ORR per each stage is sufficient to implement a beamformer with a phase rip-
ple in the passband below π/16 over a bandwidth of 2.39 GHz, as from specification
(min. required bandwidth: 2 GHz).
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B.5 Conclusions

In this Appendix we have shown a novel design procedure for symmetric binary
tree optical beamformers, using as example a design for a Ku-band phased array
antenna for satellite reception. The method allows to design the beamformer with
minimum complexity based on the given system specifications and technological
constraints.
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